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Comments on Transit Systems Theory, 1978

With scanning technology now easily available and the Copyright assigned back to me, |
have scanned my textbook Transit Systems Theory into my computer and offer it hereby via the
Internet to any interested person. While I have often thought about developing a new edition,
such a task is a major project that would likely take at least two years, and which I have not set
aside other work to undertake. I have preferred to continue to work to commercialize systems.
People who know me know, however, that [ have published many papers on topics related to
transit systems theory since the release of this book, and particularly on the new automated
small-vehicle network systems often called PRT. Many of these papers can be found on
www.prtnz.com, http://kinetic.seattle.wa.us, and http://gettherefast.org.

I have here only a few comments on my 1978 book.

The material in Chapter 3 is expanded into three dimensions in my report "Maglev Performance
Simulator," Report of Contract No. DTRS-57-94-C-00004, U. S. Dept. of Transportation, Feb-
ruary 19, 1994

The material in Section 4.3 “Loop Systems” has been completely superseded by my paper “Cal-
culation of Performance and Fleet Size in Transit Systems,” Journal of Advanced Transportation
(JAT), 16:3(1982)231-252.

The material in Section 4.5 “Network Systems” is augmented by my paper "Personal Rapid
Transit: Matching Capacity to Demand," an Advanced Transit Association paper, February 1998.

The material in Chapter 5 is augmented fundamentally by the work in my paper "Optimization of
Transit-System Characteristics," JAT, 18:1(1984):77-111.

The material in Chapter 7 is augmented by the work in my paper "Safe Design of Personal Rapid
Transit Systems," JAT, 28:1(1994):1-15.

The work of Chapter 8 is augmented and expanded by the work in my papers "Dependability as a
Measure of On-Time Performance of Personal Rapid Transit Systems," JAT, 26:3(1992):
101-212, and "Life-Cycle Costs and Reliability Allocation in Automated Transit," High Speed
Ground Transportation, 11:1(1977):1-18.

The work of Chapter 9 is augmented and expanded by the work in my paper “Failure Modes and
Effects,” www.prtnz.com

The first two sections of Chapter 10 “Guideway Structures” were influenced as I wrote by my
work on the Cabintaxi PRT system, which used a box-beam guideway. Subsequently I have ex-



tended that work to a U-shaped guideway similar to that proposed by The Aerospace Corpora-
tion.! The analysis given in Chapter 10 of dynamic loading is not dependent on the cross section.

The work of Chapter 11”’Design for Maximum Cost Effectiveness” is augmented and extended
by a number of my papers, for example

"Automated Transit Vehicle Size Considerations," JAT, 20:2(1986):97-105.

"What Determines Transit Energy Use," JAT, 22:2(1988):108-132.

“A Review of the State of the Art of Personal Rapid Transit.” JAT, 34:1(2000).

“The Future of High-Capacity PRT”, Advanced Transit Association Conference, Bologna,
Italy, 2005.

The engineering science of control of automated guideway transit systems was during the 1970s
the subject of the work of many engineers.> While I had worked for a number of years at the
Honeywell Aero Research Department on the control of military aircraft and spacecraft, I decid-
ed to devote my attention to a problem that had received too little attention: The characteristics
of the system that deserved to be controlled. That is the subject of my 1978 Transit Systems
Theory. Subsequently, however, as a result of having to develop beginning in 1981 after thirteen
years in the field all of the components of a new PRT system I developed the necessary control
system and report some of my work on control in the following papers:

"Synchronous or Clear-Path Control in Personal Rapid Transit," JAT, 30:3(1996):1-3.
"Longitudinal Control of a Vehicle," JAT, 31:3(1997):237-247.

"Control of Personal Rapid Transit Systems," JAT, 32:1(1998).

“Simulation of the Operation of Personal Rapid Transit Systems.” Computers in Railways
VI, WIT Press, Boston, Southampton, 1998, 523-532.

In the scanned copy contained herein I have corrected typos I have found. If the reader should
find more, I would appreciate very much being informed. I can easily correct the text page by

page.
J. Ed Anderson

Fridley, Minnesota USA
September 26, 2007

1 Irving, J. H., Bernstein, H., Olson, C. L., and Buyan, J. Fundamentals of Personal Rapid Transit, Lexington
Books, D. C. Heath and Company, Lexington, MA, 1978.

2 See for example the proceedings of the 1971, 1973 and 1975 International Conferences on Personal Rapid Transit.
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Foreword

Urban transportation, as Professor Anderson cites it in his introduction,
“refers to the totality of movement within an urban area by public and
private means.”” Thus, urban transportation consists of transit, which
refers to the process of transferring goods and people in urban areas by
public conveyances; and private conveyances, which almost always move
on publicly financed roads. This book addresses itself to transit systems
theory and in so doing, fills a void which has existed for decades and
provides a means for the organized presentation of principles for study and
seeking of solutions.

It is safe to state that there has been more written and said about urban
transportation and transit systems, particularly, since the advent of par-
ticipation by the Urban Mass Transportation Administration in urban
transportation matters than ever before. There is a good reason for this.
Historically, urban transit systems, particularly in the United States, were
a private business and a very highly successful business until the over-
whelming success of the private automobile caused the changes in the style
of living of urban America which in turn resulted in the collapse of urban
transit as a viable and profitable business enterprise. Urban transit even
under private ownership has always performed a public service. As the
privately owned transit systems were increasingly taken over by public
bodies, however, the fundamental nature of transit has changed. Thus,
today it is looked upon as a vital public service whose level of service is
determined by socictal needs within limits of societal means. It is this
public service nature of urban transit, which puts it in competition for local
resources with health, education and welfare and other societal services,
that causes much of the difficult controversy surrounding transit. It is
partly because of this competition for public funds that frequently it is
observed that transit is not a problem amenable to technological solutions,
but rather a matter for institutional and financial solutions. Nevertheless,
there are many of us who cannot accept the proposition that, in the last
quarter of the twentieth century, technology is incapable of providing some
solutions, if not all the answers, to frequently debated urban transportation
problems. The fundamental modes of conventional transit have been
around for a half to three quarters of a century and some of them even
longer. It is only since the 1950°s, and predominantly since the 1960's, that
modern technology and those pursuing modern technology are increasingly
focusing and secking technological solutions to transit problems.

While this book addresses many forms of urban transit, it by design
emphasizes the network characteristics of transit and focuses heavily on
automated transit systems. Technology can undoubtedly contribute to

Xvii
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each and every mode of transportation, including urban transit, by improv-
ing componentry, reducing cost of operations, and improving perform-
ance. Yet, automation is probably the only new technology which can
potentially contribute to revolutionary improvements in transit perform-
ance.
Automation through the evolution of electronics, digital computers,
systems analysis and systems technology is indeed the product of the
mid-twentieth century. While it has penctrated life all around us, it has
made relatively few inroads into the operations of urban transit systems,
There is good reason for this. Automation achieved its most spectacular
initial successes with the military and in acrospace. In all those applica-
tions, the perceived benefits over the cost of automation are usually ex-
tremely high and therefore automation was readily accepted. Because
very high perceived benefit-cost ratios, even the initial difficulties in
achieving high reliability through automation were accepted, or better,
circumvented by the gencrous application of redundancies to assure any
required mission success criteria. Automation, however, also succeeded in
commercial, civilian business. It surrounds us in the form of airlines reser-
vation systems, automated communications in our telephone networks,
business data processing, check clearances, bank and insurance applica-
tions as well as manufacturing process control. These are all areas in which
automation has produced such a significant quantum jump in producitivity
that the occasional failure of automation was readily tolerated because the
time lost due 1o repairing the failed componentry was quickly made up by
the high productivity of the automated process.
Transit may be unique in this respect. It is unlike the military of
aerospace class of activities, where onc can afford sufficient redundancies
10 achieve a high probability of success and where, in the interest of
national security, or national prestige. economic considerations are not as
critical as in other arcas. On the other hand, transit cannot be compared
with the manufacturing process control or reservations or banking systems
of civilian undertakings because in transit, the temporary loss of service, i
it occurs frequently, cannot be tolerate by the citizens. The most important
performance characteristic of transit is probably its dependability to carry
people reliably to their destination. Thus, transit may be the highest chal-
lenge to the introduction of automation because, on one hand, one cannot
afford the redundancies customary in military and acrospace applicati
while. on the other hand, onc cannot afford the occasional downtimes
associated with the off-line functions that automation usually performs i
business. To meet automated operations dependably and at affordable
costs is then the challenge to automated transit in urban applications.
Professor J. Edward Anderson understands this challenge and it is
by accident that he devotes such significant segments of this book to life
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cycle cost, theory of reliability allocation, redundancy, and failure mode
and effect analysis. The reader might have different ideas and conclusions
about the relative merits of a variety of approaches to automated transit
systems, but nobody can quarrel with the need for the concept expressed in
the title of Chapter 11, **Design for Maximum Cost Effectiveness.”

It is because of this deep understanding of the environment in which
automated transit needs to be deployed and can provide its contribution
that Professor Anderson’s book is highly recommended not only for stu-
dents of modern technology but also for all of us who are interested in
improving urban transportation. '

G.J. Pastor

Associate Administrator for Technology
Development and Deployment

Urban Mass Transportation Administration



Preface

The past decade has witnessed a revival of interest in alternative means for
movement of people in cities. Hundreds of schemes have been proposed,
dozens of which have reached the test-track stage, and a few of whichare in
operation. Debate over alternative concepts has been intense and heated,
indicating the strength of feeling many people have about the subject. All
too often, based on inadequate analysis, a great deal of money has been
spent on concepts which are later found to be of limited utility. There has
been a need to develop a theoretical foundation for the analysis and synthe-
sis of transit systems in a form that can be taught in schools and assimi-
lated by practicing engineers, many of whom enter the transit field with no
formal training in the subject. This book is offered as a step in the fulfillment
of such a need. It is written as an engineering textbook with sufficient
material for a one-year course, and should be understandable to persons
with the background in mathematics and the physical sciences usually
attained by students in the senior and first-year graduate levels of engineer-
ing. While the emphasis is on the technical aspects of transit, it is important
to keep in mind that transitis an interdisciplinary subject and that a rounded
transit engineer needs to understand many subjects beyond the scope of
this book.

For reasons stated in the introduction to chapter 11, most but not all of
this book pertains to the theory of automated guideway transit. There has
been some discussion of standardization of these systems, but before
systems can be standardized they must be classified and the relative merits
of each system must be understood. But even then each of the classified
systems can be cost effective to a greater or lesser degree depending on
how its variable properties are chosen. Before standardization makes
sense, the optimum parameters must be known, that is, those parameters
that resultin maximum cost effectiveness, usually measured by the cost per
trip or per kilometer-trip. In a recent study of automated guideway transit
systems by the Office of Technology Assessment, it was proposed that
AGT systems be classified as either shuttle-loop, group rapid transit, or
personal rapid transit. Unfortunately, the first of these refers to the
geometry of the lines and the second and third to the service characteris-
tics. Classification into just three types may have apparent advantages for
policy makers, but it is much too simplistic for detailed understanding of
AGT systems. As a start the classification matrix presented in the summary
of chapter 4, which results in identification of twenty-five types of systems,
is suggested. Because of my association with the International Conferences
on Personal Rapid Transit, | am usually identified with that concept.
Nonetheless, in this book the term personal rapid transit is used only in
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references. The reason is that the term has been used to identify too wide a
range of systems, many of which are very cost ineffective. As a result, the
term has in my opinion become worse than useless in that its utterance
usually generates more heat than light.

My purpose is and has been to search by rational analysis supported by
a factual basis for characteristics of and parameter choices within transit
systems that will make it possible to build these systems in such a way that
the public can be given the greatest service for the least money consistent
with environmental requirements. The best way 1 know to measure ‘‘the
greatest service for the least money’’ is by the total cost per trip, and I don’t
believe the full potential of transit can be realized until systems that
minimize the cost per trip become available. It is not surprising that such a
quest, joined by many people all over the world, has resulted in systems
radically different from those in operation; nor, because of the fundamental
importance of transit and the many specialties within it, is it surprising that
new types of systems are resisted. Progress can be made only as the
fundamentals of the subject become more widely understood.

Hundreds of people have contributed directly and indirectly to this
book through their papers and reports, and through conversations I have
been privileged to have with them. Mainly as a result of the aforementioned
conferences, 1 have been able to see and read about the contributions of
people to the subject all over the globe. The development of much of the
material began at the University of Minnesota under the sponsorship of a
grant from the Minnesota State Legislature, without which little could have
been done. Grants from the Urban Mass Transportation Administration
also contributed needed support. The bulk of the work was completed
while the author was on leave first with the Colorado Regional Transporta-
tion District, and then with the Raytheon Company in Bedford, Massachu-
setts. Uponreturning to the University of Minnesota, the author used much
of the material in a two-quarter course, where it was improved by student
comments. The moral support and encouragement of many laypersons,
whose stake in improving transit can come only with improved transit
service, has been essential, and much helpful advice and encouragement
has come from many of the members of the Advanced Transit Association.
Finally, without the patience and understanding of my wife, Cindy, this
book could not have been written.



Introduction

Transit is a word of many meanings. As used in this book, it refers to the
process of transporting people and goods within urban areas by public
conveyances. The term *‘urban transportation’” is used in contemporary
literature to refer to the totality of movement within an urban area by public
and private means, even though the private conveyances must almost
always move on publicly financed roadways. The term ‘‘transit system’’
refers in this book to all of the hardware needed to provide the function of
transit. The hardware may include vehicles, roadways or guideways, sta-
tions, and central facilities for operation and maintenance. Transit systems
theory is the underlying system of general principles of design, operation,
and performance that provide a reasoned basis for selection of specific
characteristics and parameters of transit systems. No author can claim to
set in print all of transit systems theory but one can hope to pick up where
others have left off and present such a body of knowledge in a more general
and consistent form. Transit systems theory cannot be developed in a
vacuum, but only after the development, operation, and public evaluation
of many types of transit systems over a period of many years. As a parallel,
the technology of heat engines developed on an ad hoc basis for many
decades before the science of thermodynamics led to a fundamental under-
standing of the thermal processes within the engine and from that to a
marked improvement in the performance and efficiency of heat engines.

The beginnings of transit occurred in the early part of the nineteenth
century with horse-drawn streetcars[1], a forerunner of which was the
stagecoach, which was limited in weight and size because of the condition
of the roadways. By operating on a guideway of steel rails instead of mud
roads, a team of horses could pull a load many times as great at higher
speeds. Because it permitted the cost of the horse and driver to be amor-
tized over many more patrons, and it decreased the trip time, the horse-
drawn streetcar became very popular. With the advent of the electric motor
and the central-station dynamo later in the nineteenth century, it was
natural to electrify the streetcar; however, the history of this development
shows many failures before the electric streetcar of the twentieth century
emerged. A problem with the streetcar, which became more and more
severe indense cities, was its interference with other traffic, which resulted
in slow operating speeds and many accidents. This problem could be solved
with then-existing technology by building exclusive rights-of-way for the
tracks usually either overhead or in tunnels. The concept of rapid rail

1
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transit was born and in many large cities became the backbone of the transit
system,

Early in the twentieth century, the technology of the heat engine had
developed sufficiently to be used to propel carriages, and these were
refined and manufactured in ever increasing numbers. With sufficient
numbers of the evolving automobile in use, public support increased for
better roads. Once the roads and vehicles had improved sufficiently. the
original reason for track-bound street cars faded and the transit bus took
over its function in more and more cities, until in the mid 1950s the streetcar
had all but disappeared. Earlier, in the first two decades of the twentieth
century, the need for a more flexible form of transit than the streetcar or
rapid rail was met by advancing automotive technology with the jitney, a
semi-demand-activated large automobile or bus that picked up and dropped
off people along an approximate route. The jitney competed so successfully
with the strectcar that the owners of the large and politically powerful
streetcar companies succeeded in persuading legislators to pass laws ban-
ning it. Operating small vehicles in a demand mode was considered unfair
competition for the less flexible trackbound vehicles, and they were per-
mitted to remain only in the form of the taxi, which is too expensive for
most people to use for daily travel. The free market system was not
permitted to function to allow the most competitive form of transit to
evolve.

In the 1930s and 1940s, many people dreamed of owning automobiles
because of the complete flexibility of movement, comfort and privacy they
provided but could not afford them. During the 1950s, however, increasing
affluence and low cost housing loans led to the complete dominance of the
automobile as the mode of urban transportation in most cities in North
America and to the spread city of today. Public transit could no longer
compete and one after another transit companies went bankrupt. By the
carly 1960s the increased numbers of automobiles and the still present need
for transit regardless of cost combined to initiate the revival of transit by
Congressional action, which established the Urban Mass Transportation
Administration. While a paragraph was included in the law directing
UMTA to investigate the promise of totally new types of transit systems,
the main driving force behind its creation was evidently the view that
revival of the fixed guideway systems of old with modern engineering
refinements would solve the problems brought on by dominance of the
automobile. In spite of UMTA funded work which showed that a gradual
reintroduction of systems of the past would not prevent continued worsen-
ing of congestion, the vast bulk of federal funds were invested in conven-
tional systems. A decade and a half later, these conclusions, summarized
by Hamilton and Nance[2], seem generally correct. New ideas are still
needed. Perhaps the frustration of rising deficits and disappointing per-
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formance will increase interest in innovation, notwithstanding early ex-
periences.

In developing theory of transit systems, this book builds on a great deal
of activity in development of new transit systems made possible by a wide
variety of technological advances since World War 11[3]. Theory is de-
veloped, not only of existing systems, but of new systems by considering
the *‘transit system' as a field of initially undetermined characteristics and
parameters subject to a field of requirements coming from analyses of the
needs of the public. On examination of the results of dozens of transit
system development programs, it is clear that most have failed or will fail
because characteristics or parameter choices were made on the basis of
unsubstantiated but plausible assumptions. People have dreamed for
perhaps as long as they have populated the earth of better means of getting
to where they want to go. In recent times people have dreamed of and have
invested money in many transport ideas, all but a few of which have proved
or will prove to be impractical because of the high cost per ride, or because
of another fault, which if corrected leads to high cost per ride. Unsupported
intuition has provided much misguidance in developing new transit Sys-
tems which will at a sufficiently low cost meet needs and expectations of
the public. Transit systems theory is needed to find optimized solutions
based on serving the public as well as possible for the least money subject to
environmental and performance constraints.

This book presents basic areas of transit systems theory applicable to a
wide variety of types of transit systems. In the final chapter, the previously
developed theory is synthesized into characteristics of transit systems
optimized to the extent permitted by the knowledge obtained. In chapter 2,
basic performance relationships used over and over again in transit systems
analysis are developed. These refer to the longitudinal motion of vehicles,
and involve limits on acceleration and rate of change of acceleration (jerk)
permissible based on the criterion of human comfort in normal and
emergency circumstances. The limits used are in the range generally ac-
cepted; however, insufficient testing has been done to establish these
firmly for all classes of riders. Therefore, the reader should keep in mind
the basic algebraic relations in making computations for specific systems.
Chapter 3 deals with similar requirements for lateral motion but here these
requirements lead to the specification of curvature limits for guideways in
various practical situations. Chapter 4 then builds on previous work In
development of geometric and performance relationships for various types
of transit systems classified as indicated in its summary. In chapter 35,
general cost equations are developed for all types of transit, cost effective-
ness relationships are developed and discussed, and the general formulas
are applied to a field of specific types of systems. In chapter 5, patronage is
a parameter. Itis important to use patronage this way in initial calculations
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to give the analyst and policy maker a good representation of the variation
of the cost effectiveness parameters with patronage. Then in chapter 6 the
subject of patronage analysis is introduced in enough detail to give the
systems engineer a good feeling for the subject, but not in the exhaustive
detail needed for specific recommendations. Patronage analysis is the heart
of the whole transit problem for it deals directly with factors that measure
the attractiveness of specific transit features to the potential transit-riding
public. It is behavioral, however, and beyond the professional competence
of most engineers. Consequent superficial treatment of the subject is the
probable cause of failure of many transit concepts.

The three remaining subjects in chapters 7, 8 and 9, and 10, can be
studied in any order. Chapter 7 develops the theory of safe operation and
leads to specific performance limitations and recommended vehicle fea-
tures. Chapters 8 and 9 develop a new theory of reliability requirements and
reliability allocation based on minimization of life cycle cost subject to the
constraint of a given level of service availability. It results in specific
recommendations for equipment needed to insure adequate service
availability in the systems discussed and quantifies the changes in system
reliability associated with changing equipment and equipment parameters.
Chapter 10 considers the problem of optimization of the characteristics of
elevated transit guideways in such a way that cost per unit length is
minimized. Finally, as mentioned above, in chapter 11 the previous theory
is used to synthesize the transit systems characteristics that minimize the
cost per trip.

The title of this book is Transit Systems Theory, not The Theory of
Transit Systems, because it is not all inclusive. Other topics such as
detailed patronage analysis techniques, the theory of control, operational
analysis of station and interchange flows, and the theory of large-scale
network simulations could and perhaps should be included in such a work.
The author believes, however, that the topics included form a fundamental
background useful to all transit systems engineers, and that, for the most
part, beyond these the topics become specialized and can be pursued in the
periodical literature. The book provides the basis for determining what
should be controlled, but it leaves to others the detailed implementation of
control.



Notes

I. A more detailed and illustrated history of transit development is
giveninthe Lea Transit Compendium, Vol. 2, No. 1, 1975, published by the
N.D. Lea Transportation Research Corporation, 123 Green Street,
Huntsville, Alabama 35801.

2. William F. Hamilton and Dana K. Nance, *Systems Analysis of
Urban Transportation,”” Scientific American, Vol. 221, No. 1, July 1969,

3. Much of this work can be found summarized in three volumes of
papers: Personal Rapid Transit, Personal Rapid Transit 1, and Personal
Rapid Transit 111, distributed by the Audio Visual Library Services, Uni-
versity of Minnesota, 3300 University Avenue S. E., Minneapolis, Min-
nesota 55414. The most comprehensive earlier work on the theory of transit
systemsknown to the author appeared in a series of reports published
between 1969 and 1972 on the Cabtrack System by the Royal Aircraft
Establishment, Ministry of Defence, Farnborough, Hants, England. Un-
fortunately, these reports have never been released for general circulation.
The first post World War II book that gives a systematic presentation of
transit concepts and leads to conclusions in general agreement with those
of this book is Individualized Automatic Transit and the City by Donn
Fichter, 1430 East 60th Place, Chicago, lllinois 60637,
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Basic Performance
Relationships

In transit systems analysis the need continually arises to relate kinematic
characteristics such as trip time, time to stop, trip length, and stopping
distance to line speed, maximum acceleration, and maximum jerk. These
relationships are derived and presented in this chapter for future reference.

In deriving the kinematical relationships, it is necessary to make use of
the experimental fact that, for comfort of the riders, the ratio offjerkito
acceleration should not exceed unity in units of seconds. Stated in another
way, the acceleration should not build up to its maximum value or decrease
from its maximum value to zero in less than one second. Occasional use is
also made of the generally accepted value of maximum service acceleration
of about one eighth times gravity for standing-passenger vehicles, and one
quarter times gravity for vehicles in which all passengers are seated.

Because they follow directly from the kinematical relationships, rela-
tionships for acceleration power and average energy per trip are derived
and presented in this chapter.

2.1 The Acceleration Profile

¥, Yl

—
0 & 2 foc

Figure 2-1. The Acceleration Profile

Consider the acceleration of a vehicle from rest to line speed V,. The
maximum acceleration during the maneuver is a,. Consideration of
human comfort requires that @, be obtained in a finite time and at a
maximum rate J,, called the jerk. As the vehicle approaches line speed, the

7
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acceleration a,, is caused to diminish to zero ata finite rate J,, which may,
for reasons discussed in Section 2.3, not equal J,.

For mathematical convenience, the acceleration profile just described
is assumed to be composed of a series of straight lines as shown in figure
2.1. This is an idealization of an actual acceleration profile, which is
continuous in its derivatives, because forces, and even rates of change of
forces, cannot be applied in zero time.

The area under the acceleration-time curve from ¢ = Oto tisthe velocity
at time 7. Thus the velocity at time ¢, is

V, = V(1)) = Yaa.l, (2.1.1)
But
fy = El:'— 2.1.2)
Therefore
V, = {7.' 2.1.3)

Similarly, the velocity at time f; is
Ve =V, + ault: = 1)) (2.1.4)

and, by analogy with equation (2.1.3),
V V, = G (2.1.5)
L 2" 21’ e
In analogy with equation (2.1.2)
a
fop — ta = -_-,!'- (2.1.6)
2
Combining equations (2.1.2) through (2.1.6), we have
= ‘.’L a-. a
for, = + 57 K i- (2.1.7)

If J, = J; = J, equation (2.1.7) takes the easily remembered form

o = Y+ In (2.1.8)

Gwm
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The time t,, can be interpreted as either the time required to reach speed V,
from rest, or by symmetry the time required to stop from speed V,.

The jerk J should be high as possible to minimize 7o, but comfort
considerations dictate that J be less than or equal to a,, in seconds units,
Thus, the contribution of a,/J to 1, is usually about one second, usually
small compared to V,/a,,.

2.2 The Velocity Profile and Stopping Distance

The curve of figure 2-2 is the integral of the curve of figure 2-1. The area
under it is the distance travelled. In the region from t = 0 to ¢ = 1,, the
acceleration is

a=Ji

the velocity is
V = WJf

and the distance travelled is
Substituting equation (2.1.2)

Dt) =D, = &x @2.2.1)

0 g 5 foc

Figure 2-2. The Velocity Profile
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By analogy, and using equation (2.1.6),

Du-Dx=VL('u'fa)-£%

a _ aj
7?' (VL 6[‘:) (2.2.2)
From figure 2-2, the area of the trapezoid between £, and t, is

D, - D, = Ql_;_vl)_ (ry = 1)

Substitute for ¢, — £, from equation (2.1.4) and multiply the expression out.
Then substitute for V, from equation (2.1.5) and for V, from equation
(2.1.3). The result is

1 e\ (&)
oo (- g)-(8)] e
Adding equations (2.2.1), (2.2.2), and (2.2.3), we have

= Vil Vs am
Du_ 2(a.+ .’g)

- %‘( 7'{ - }?) (2.2.4)
in which equation (2.1.6) has been substituted.

Following equation (2.1.8) it was indicated that under usual circum-
stances J is approximately equal to a,. The maximum value of a,, consid-
ered acceptable from the standpoint of comfort is about 2.5m/s* or 0.25 gee.
Therefore ai/J? is approximately 2.5, and the term in equation (2.2.4)
proportional to a3, contributes no more than 10 cm to Dy,. Therefore, toa
good approximation,

Dy = ,.,!;1: + _‘%;_':L (2.2.5)



The value Dy, given by equation (2.2.5) is the distance the vehicle
travels while its velocity changes by V, with the indicated values of accel-
eration and jerk. The word **changes’” is used to emphasize that the result
is the same if the transition is fromrest to line speed or from line speed torest,
if the change in velocity is V,. Thus equation (2.2.5) can be referred to as the
stopping distance. In the case of deceleration, however, the problem of
power limitation, discussed in section 2.3, does not exist and we canset J, =
J: = J. Then

Stopping Distance = Vi + Yilm (2.2.6)
24, 2J
- % (,‘_/» + &)
2.3 Acceleration Power $ T

Power is force times velocity. The acceleration force F = ma, where m is
the mass of the vehicle and a is the acceleration. Thus

Acceleration Power = P, = maV (2.3.1)

The energy required to accelerate an object from rest to velocity Vis
¢ {
Energy = LP. dr = m LaV dt

But a = dV/dt. Therefore

Energy = m L"V dv = ﬂzﬁ (2.3.2)

the well-known formula for Kinetic energy.

In accelerating a transit vehicle, we are interested in the maximum
power required to overcome inertia, air drag, and road resistance. This will
be dealt with in more detail in section 2.6, but_here we concentrate on
acceleration power given by equation (2.3.1) to determine how power
limitations effect Dy, and #o.. The product aV increases linearly from 1, to 1,
in figure 2-1 and then must fall off to zero at 1, where a = 0 after possibly
exceeding the value at #,. It can be shown, however, that unless V, is less
than 1.5 al/J;, aV reaches its maximum value at r,. This is assumed in the
following paragraph.

The reason for possibly making J; less than J, is to limit the power
required and hence the size of the motors. In this circumstance, we ¢an
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assume that a,, remains constant until the power reaches Py, following

which the acceleration is reduced to zero at rate J,. In this case, using
equation (2.2.5),

Pose = magVits) = m (a,.V,_ - g}n) (2.3.3)
2

in which equation (2.1.5) has been used. If the maximum available power
for acceleration is known, equation (2.3.3) can be used directly to compute
the maximum permissible value of J,.

To determine the effect of power limitations on Dy, and te, . consider the
following changes due to reduction in Jy:
From equation (2.3.3)

APy = — M0 (J'—’ ) O @34)

From equation (2.2.4)

(2.3.5)

From equation (2.1.7)

_ @ 1
Ary, = -2!:3 (J,) (2.3.6)
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For purposes of rough estimates, let
V,
Poax ™ mayV, Dy, =~ g.- Toy = -

Then, if we divide equation (2.3.5) by equation (2.3.4), the result can be
written in the form

AD,, AP ah [ |1 |
e max (] . 9= [ ' . 1 2.3,
Do, . Poax [ lZV,_(Jn * Js )] 3.7

and, if we divide equation (2.3.6) by equation (2.3.4), the result can be
written in the form

AP,
W @35

We see that a given percentage reduction in the maximum power
increases Dy, by somewhat less than twice that percentage, and 7, by the
same percentage. This magnitude of change in 7, is usually insignificant
because 7, is a small fraction of the total trip time. If the stations are on the
main line, the indicated change in D, is not sugmﬁcanl unless the stations
are so close together that V, can no longer be reached. Thus, with on-line
stations, reductionin J; below J, is usually advantangeous, Ifthe stations are
off line, however, increasing D, directly increases the length of the accel-
eration ramps, thus adding directly to the cost of the system. Since reserve
power is needed to operate on grades and in high winds, it is doubtful that a
given percentage reduction in P,,,, will reduce overall cost enough to offset
twice that percentage increase in off-line ramp cost and visual impact.
Thus, indealing with off-line station systems we will always assume J; = J,.

2.4 Trip Time and Average Velocity

Each trip is composed of one or more mancuvers of the type depicted in
figure 2-3. The vehicle begins to move at ¢ = 0, reaches maximum velocity
atr = 1,, cruises to 1 = 1, decelerates and reaches zero velocity at ¢, waits
at a station for a time 7, (called the station dwell time), and repeats its cycle.
Let the station-to-station time be denoted by ¢,. Then, from Figure 2-3,

amty+ty+ (1, — 1) + (tp = 1)
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Figure 2-3. The Station-to-Station Velocity Profile

.’\

We assume that £, is givenby equation (2.1.7) with J, # J,, and 1, — f, with J,
= J,. Then

o
1, = tp + ';-t& - 32.—0’? +-2?,:’ + (1 — 1) (2.4.1)

Let D, be the distance between stations, that is, the area under the velocity
profile of figure 2-3. The distance travelled from ¢ = Otor = 1, is given by
equation (2.2.4) with J, # J;, and from ¢ = f, 101 = 1. by the same equation
with J, = J,. The distance from t = 1, t0 1 = £, is Vy(fy = £,) in which (1, — £,)
is given by equation (2.4.1). Thus, D, can be written in the form

D, _ Vy, asf1 .1
=t = 2L —_ —_—
V. am "2‘(1, " )

_'ﬁ?’f’;‘( 713' - .—;r) + (ty = 1) (24.2)

Subtracting equation (2.4.2) from equation (2.4.1) eliminates (1, — £,) and
we have

V,
'l-‘0+ %-+;-:~

- a’, 1 1
*“.*z?ﬁ(?f‘vr)
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Suppose Jy = 0.5J,,J, = @,y =~ 2.5m/s*, and V, = 10m/s. In this case the
rightmost term is only 0.03 s. Thus in practical cases we can neglect the
rightmost term and obtain

- D, [V, ay
t, = tp + v, - rm < 7 (2.4.3)

It will be noticed that the form of this equation makes it very casy to

remember. The trip time is simply the sum of terms like equation (2.4.3),

one corresponding to each stop. If the vehicle must slow down somewhere

enroute, a formula for the additional delay is given by equation (2.5.3).
The average velocity V. is simply D,Jt,. Using equation (2.4.3),

or

Vae = D, 2.4.4

Vi D,+D ( ‘
in which

D= Vi + ?."l (2.4.5)

and

I = Ip + "f- (2.4.6)

1

By comparing equation (2.4.5) with equation (2.2.6), we note that when 1,
= 0, D is the minimum D, which will permit speed V, to be reached.
Equations(2.4.4)and(2.4.5) are plotted in figure 2-4insuchaway that V,/V,,
can be read directly as a function of four variables: D,, V,, a,,, and 1,,.. If the
figure is rotated 90 degrees counterclockwise, the right-hand graph is a plot
of equation (2.4.5) for five values of 1, two values of a,,, and for a,, = J,.
The lower value of a, is generally accepted as the appropriate normal
acceleration and deceleration for vehicles in which standees are permitted,
and the higher value of a,, is the corresponding value if all passengers are
seated. The five values of 1, to cover the range used in practice. Note that
the five dashed curves are shifted upward from the corresponding set of
solid curves,
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Figure 2-4, The Average Velocity

If we rotate the figure back to its original position, the upper set of
curves is a plot of V,,/V, on the ordinate and D, on the abscissa, with the
abscissa taken common to the ordinate of the lower curve. From equation
(2.4.4) we see that D, = D when V,,/V, = 0.5. Therefore connection
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between the lower and upper sets of curves can be made along the line
V'V, = 0.5. Arrows on the curves illustrate their use in an example in
which the input variables in the lower set of curves are 1, = 105, a,, = 2.5
m/s?, and V; = 14 m/s. These values give D = 0.22 km. Follow the dotted
line through D = 0.22 km up to V,/V, = 0.5, Here D = D,, therefore the
solution for V,/V, lies on the curve which passes through the point V,/V,
=10.5, D, = 0.22 km. The family of values of V,/ V| for various D, fall along
this curve, outlined by arrows. For the specific value D, = 3.2 km, we find
that V,,/V, = 0.936. Often V,, will be specified from patronage considera-
tions. Then a family of solutions can be found by picking values of V, and
finding D, from the graph in a similar fashion.

2.5 Time and Distance Loss due to Speed Reduction

Often it is necessary to compute the time lost in slowing from line speed
V, to a reduced speed V*, in which the reduced speed is maintained for a
distance D* and a time interval D*/V*, Anexample is going around a curve.
The situation is shown in figure 2-5, in which we assume the transition
occurs with the acceleration profile shown in figure 2-1, with J; = J, on
deceleration and J, greater than or equalto J; onacceleration. The values D,
and D, in figure 2-5 are taken from equation (2.2.4), with the term propor-
tional to a, neglected, by substituting V, — V* for V,. Thus

D,, .= Q'L_;_V‘l (!La—. LA ';’:) (2.5.1)

N

R —————L—s—: ,L f -l

1 *2

-

Figure 2-5. Velocity Profile in Speed Reduction
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The time intervals 1, and £, are given by equation (2.1.7) with V, replaced
by V., — V*, and with J, = J,and J, = J,, respectively. Then from figure 2-5,

Dypes = (Vg — V')(r,.+ % +:.,)—D., - D,,
=(V, - V) (—&—-V ;V‘ - "’ﬁ-+l‘-),—:) 2.5.2)

Finally, the time loss is simply the time required to make up the distance
D, 555 at speed V. Thus
D
loss v, (2.5.3)

2.6 Average Power Consumption

Consider a train of ny vehicles, each of mass M, and frontal area A,,
following the velocity profile of figure 2-3, The total energy input to the
vehicle from 7 = Qto 7, divided by 1, is the average power consumption. The
energy input is given by

B, = L" n% dt + ny Pynd, (2.6.1)

in which P, is the auxiliary power consumed per vehicle, n(V) is the
efficiency of the motors, and F is the retarding force. The force is given by

Froet-anM, 9 +1p v+ <vi>] Goa,

+ M, [r,(V) +g di: ] (2.6.2)

in which 3 is the energy recovery factor as a result of regenerative braking,
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p is the air density, Cp is the coefficient of air drag, <VZi> is the mean
square wind velocity, F V) is the road resistance per unit mass, and dz/dx
is the slope of the path. The wind velocity appears as indicated because the
mean of the local wind velocity squared is

<(V+ V> =<V 4+ 2VV, + Vi>

VE+ 2V, > + <Vi>

in which the mean wind speed relative to vehicles travelling in all direc-
tions, <V_>, is zero. The road resistance term can usually be expressed
adequately[1] in the form

FAV) = C, + G,V (2.6.3)
=4 avov)
If the motor efficiency is a strong function of velocity, the integral in

equation (2.6.1) cannot be performed in general. However, we can always
define an average efficiency % by the equation

‘_ “FV di = L" (2.6.4)
Substitute equation (2.6.3) into equation (2.6.2). Then

L"FV dt = (1 = R)ny L’Qﬂ - %p(,‘,.A,-[L"V’dr - <V},>L"V dt]

+ neMy [c, L"v dr + c,L“v' dr + gL" gf‘_ .‘f]f_m] (2.6.9)

in which
L"V dt = D,
and dx/dt = V.

He:
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Sufficient accuracy in the remaining two integrals can be obtained by
assuming in the velocity profile of figure 2-3 that J = =, Then

L"V‘dt = V,D, - ﬂv}:

and
L"Wdr «WViD, - Jb-

2a,,

Substituting the three integrals into equation (2.6.5) and using equation
(2.6.4), equation (2.6.1) becomes

Bty = 3 [u - oy MM 4 %pcw[(vz + <V2)D, - 5‘}:]

+ Ner [(:.D, + C’VL (D, e 31‘?—) + £ Z]} + ﬂ,\Pm“ (2.6-6)

in which z is the change in elevation from the beginning to the end of the
trip. From equation (2.4.3), ¢, can be approximated by the equation

D, VvV,
1, = Ip + Vi + an (2.6.7)
Then the average power consumption is
L (2.6.8)
.

in which, in the term E(r,), D, is the average distance between stops.

2.7 Summary

Chapter 2 derives and collects basic performance equations which are used
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over and over again in the analysis of transit systems. These formulas are
not exact because the time-position curves of vehicle motion cannot be
defined precisely; however, they are developed based on idealized
velocity-time curves sufficiently accurate for the purposes for which they
are used. Approximations are based on generally accepted values of
maximum service acceleration and jerk, and, by inference, higher order
derivatives of acceleration need not be considered. The formulas derived
include the time required to travel from rest to a given line speed, the
stopping distance from a given line speed, the maximum power output
required during acceleration, the time of a nonstop trip at a given line (or
cruise) speed, the average velocity counting stops and dwells, and the time
and distance lost due to a speed reduction. Since the relationship between
line speed and average speed as it depends on station spacing is particularly
important, itis plotted in figure 2-4. Finally, a general formula(2.6.6) for the
energy per trip is developed.

Problems

1. Show that the acceleration power of an accelerating vehicle reaches its
maximum at the point of transition from constant acceleration to
constant jerk, if V, > 3ai/2J..

2. Consider a 10,000-kg standing-passenger vehicle moving between
stops at a line speed of 30 m/s and conforming to standard comfort
criteria. Compute the maximum acceleration power in kilowatts if the
maximum comfort value of jerk is applied in all cases. If the power
available for acceleration is reduced by 30 percent from the computed
value,

(1) by what factor must jerk be reduced as line speed is approached?
(2) what is the penalty in increasing distance to reach maximum
speed?
(3) what is the penalty in increased time between stops?

© 3, Itisdesired toachieve anaverage speed of 50 km/hr in a transit system
with on-line stations and standing-passenger vehicles. If the average
station delay is 20 seconds, plot a curve of station spacing versus line
speed. What is the minimum station spacing and at what line speed
does it occur? What is the physical significance of the minimum point?
If the maximum obtainable line speed is 75 km/hr, what is the minimum
permissible station spacing.

4. Itisdesired to achieve an average speed of S0 km/hr in a transit system
with off-line stations and seated-passenger vehicles. If the average trip
length is 6 km and the trips are nonstop, what is the required line speed
if the station delay is 20 seconds, 10 seconds?
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5. In going around a right-angle curve, a scated-passenger transit vehicle
is restricted to a lateral acceleration of 0.25 g. If the normal line speed is
15 m/s and the curve radius is 35 m, the vehicle must slow down in going
around the curve. What is the time loss in negotiating the curve?

6. The ACME Transit Company's standing-passenger transit vehicle is to
be considered in an application in which the station spacing is two km

Kahatt and the line speed is 80 knvhr. If the rms wind speed is 16 km/hr, the
My=/o 0 7o auxiliary power is 2 kw per vehicle, the propulsion efficiency is 35
percent, and the station delay is 15 seconds, what percent of the energy
g is saved if the cars operate in two-car trains rather than as single
1.3 fems vehiclesif regenerative braking is S0 percent effective? By what factor
) does energy use increase if there is no regenerative braking?
<, )C -

Kv: "+ Reference

1. Thomas McGean, Urban Transportation Technology, Lexington
Books, D.C. Heath and Company, Lexington, Mass., 1976.
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Transitions from Straight to
Curved Guideways

Chapter 2 deals with longitudinal performance relationships which can be
applied on both straight and curved sections of guideway. To understand
the layout of the specific network configurations discussed in chapter 4, we
also need to consider what may be called *‘lateral performance relation-
ships.”" These deal with limitations on lateral curvature and rate of change
of curvature of guideways due to comfort limitations on lateral acceleration
and jerk.

If the stiffness of lateral support between the vehicle and guideway is
high. the lateral jerk limitation results in a requirement for spiral transition
sections from straight to curved sections of guideway. Spiral transitions
will be treated first. Among these there are two types of practical impor-
tance: one in which the velocity of the vehicle is constant, and the other in
which the vehicle is subject to constant deceleration or acceleration.

If it is practical to reduce the stiffness of the lateral vehicle support
device, abrupt changes in guideway curvature can be tolerated under
certain conditions. Since allowing these abrupt changes may reduce the
cost of manufacture of the guideway, the conditions under which they can
be tolerated are derived.

Finally, the minimum radius of curvature of a guideway can be reduced
if the curve is superelevated. Reducing the minimum radius of curvature
permits greater freedom of design of networks in street systems, reduces
the possibility that buildings will have to be removed at curves, and reduces
the length and hence, the cost of curves. For these reasons, formulas for
design of superelevated curves are derived.

3.1 The Differential Equation for the Transition Curve

Consider the curve shown in figure 3-1, which passes through the origin of
the x = y coordinates with zero slope and zero curvature. The arc length
from the origin to an arbitrary point P is s, the angle between the velocity
vector V and the x-axis at Pis 8, the tangential unit vector in the direction of
Vis 1, and the normal unit vector is n. As point P moves to the right at
velocity V, the unit vectors rotate according to the relationships

dt = ndd
) (3.1.1)
dn = -1dé

23
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Figure 3-1. Notation in a Transition Curve

Let V be the magnitude of V, a be the acceleration of point P, and J be its
jerk. Then

VoW (3.1.2)
a=dv _dv. do (3.1.3)
{ 4 r
_da _ @V av do -
Y=@=a " aa "
a6 do \"
+Veh =V (7): (3.1.4)

From equation (3.1.4), the tangential jerk is

- 55,}"-- v( jf ) (.1.5)

and the normal jerk is

a°0 dV de
Jo=V - 2 ar dr (3.1.6)
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We wish to determine the shape of the guideway (the curve of figure
3-1), therefore, we make the transformation

d _ds d _,d
" ds Vs G.1.7)

hence

dé
= V?:— (3.1.8)

S

d*o _ d*e  dV do
dit " F+ dt ds (3.1.9)

and equations (3.1.5) and (3.1.6) can be written

_av _ e Y
he=—s v'( > ) (3.1.10)
de dv de

Equation(3.1.11) with J, constant defines the transition curve. Onceitis
found, J, can be found from equation (3.1.10) to determine if it exceeds the
comfort criterion.

In practical cases we will consider d *V/df = 0; therefore, equation

(3.1.10) becomes

2
Sy - 7‘-("' %:;) (3.1.12)

But from equation (3.1.3) and (3.1.8), the normal acceleration is

a = V3 % = _"’;_ (3.1.13)
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in which dé/ds is the curvature and R is the radius of curvature. Thus,
cquation (3.1.12) becomes

Jo= - Gn (3.1.14)
v

If the limit value of @, and the minimum value of Vare substituted into
equation (3.1.14), and the result is below the jerk limit, the acceleration
limit determines the length of the spiral transition; otherwise, the limit is
determined by jerk. Since the acceleration and jerk limits are approxi-
mately equal in units of seconds, the acceleration limit governs if a, is less
than Vg, a condition which is usually satisfied.

3.2 The Constant Speed Spiral

If V is constant, equation (3.1.11) can be written

gsi," - JV-, (3.2.1)

Ats = 0, § = di/ds = 0; therefore, the curvature is

do _ J.s

il v (3.2.2)
and, from equation (3.1.13), the normal acceleration is

a, = % (3.2.3)
Integrating equation (3.2.2), we have

0= i (3.2.4)
If equation (3.2.3) is solved for s and substituted into equation (3.2.4),

0 =T, (3.2.9)

With the limit values of a, and J, substituted into equations (3.2.5) and
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(3.2.3), we obtain the maximum values of 0 and s, respectively, along the
constant velocity spiral. With a, = J, in units of seconds,

Omoax = 2‘!‘-,- (3.2.6)
and
Smax = V (3.2.7)

The equation of the constant velocity spiral in rectangular coordinates
(x, y) is found from the differential relationships

dx = ds cos 0
] (3.2.8)

dy = ds sin @

in which all terms are defined in figure 3-1.
The equation of the spiral transition section is therefore given paramet-
rically by the equations

X = L'cos s) ds
] (3.2.9)

y= L‘sin “J) ds

in which 6(s) is given by equation (3.2.4).

The angle 0(s) is limited to the value given by equation (3.2.6). In an
extreme case, we can assume a, = 2.5m/s?and V = Snvst. In this case, 8,5
= 0.25 radian. In most cases, ., is much smaller; therefore, use of only
the first term in the Taylor series expansions of the sine and cosine is
sufficient. At 0., the second terms in the Taylor series expansions

of
cosfl = | - T+...

Sinf = 0 ~ -g:— + ...

produce an error less than &,,./2 = 1/32 compared to unity. Therefore,
substituting cos # = | and sin # = #into equations (3.2.9), and then equation

(3.2.4), we have
X= g
] (3.2.10)

Y= v
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The equation of the spiral is, therefore

y = ’3-‘;,'; (3.2.11)

If we define the dimensionless variables

- 5
=

X X (3.2.12)

P
I

5.

equation (3.2.4) becomes
0= s* (3.2.13)

and equation (3.2.11) becomes

y -5 (3.2.14)

Since these equations contain no parameter, we see that the family of
constant velocity spirals scale in proportion to the parameters (2V3/J,, that
is, in proportion toV**. From equation (3.2.7) we note, however, that the
maximum length of the constant speed spiral is proportional to V.

3.3 A Right-Angle Curve at Constant Speed

In this section, the theory of section 3.2 is applied to the specification of a
right-angle curve in which the vehicles are to maintain constant line speed
V. A constant speed spiral forms the transition from a straight guideway to

a guideway of constant radius of curvature R, which, from equation
(3.1.13), is

=V (3.3.1)

in which, a, is specified from comfort conditions. A second spiral, which is
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the mirror image of the first rotated 90 degrees counterclockwise forms the
transition from the constant curvature section back to a straight section.
The problem of this section is to determine the coordinates required to lay
out the entire curve, and the length of the curved sections.

Let the origin of the (x — y) coordinates be at the point of transition from
the straight section to the spiral transition section, with the velocity
vector at the origin pointed in the + x direction. Then the equation of the
first transition spiral is, without transformation, equation (3.2.11). Call the
end point of this transition section (x,, y,). Then the coordinates x, and y,
are found by substituting s, from the equation (3.2.7) into equation

(3.2.10).
;= V
] (3.3.2)

Thus
= !61..

The length of the first transition section is V in units of seconds, and the
guideway at (x,, y,) makes an angle 8, with the x-axis, where from equation
(3.2.6) '

9, = ;% (3.3.3)

Let (xg, y;) be the coordinates of the center of curvature of the section of
constant curvature. Then, from a simple geometric construction,

Xy = x; = R sin 6,

ye = ¥, + R cos 8,

Since 4, is a small angle, let sin #, = #, and, cos 8, = 1. Then substitute
from equations (3.3.1), (3.3.2) and (3.3.3) to obtain

Xy = ‘g—
(3.3.4)
)‘! = -'!6‘- . -“-::_

Let (x;, y;) be the coordinates of the center point of the section of
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constant curvature. This point is important because it determines the
clearance required for the curve. From a geometric construction,

Xy =X + RIJZ
Vs ™ Yo — RiZ.
Substituting equations (3.3.1) and (3.3.4),
= e+ 0707 2
- n
] (3.3.5)
ya = T +0.293 =

Let (x,. y,) be the coordinates of the end point of the section of constant
curvature. Then

Xy = Xy + Rcos 8,
)'.=)’g-RSina,

Making the small angle assumption and substituting from equations
(3.3.1), (3.3.3), and (3.3.4),

g = —vz'— + g:—
] (3.3.6)
J Ve V

)..=_€_+ z- 3

Finally, let (xs, ys) be the end point of the spiral transition from curved
back to straight guideway. Then,

Xy = Xy + 0y
Vs = ¥ T Xy

Substituting from equations (3.3.2) and (3.3.6),

Xy =y = %“-—4— -‘{— + Vv (3.3.7)

The length of the section of constant curvature is R(w/2 — 26,), there-
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fore, using equations (3.3.1), (3.3.3), and (3.2.7), the total length of curved
guideway is

Curved Guideway Length = R (7/2 — 24,) + 2V

=TV
>a,t Vv (3.3.8)

Thus, the addition of a spiral transition adds a length V (in units of
seconds) to the total length of curved guideway.

3.4 Transition to an Off-Line Station at Constant Speed

Inthis section, the theory of section 3.2 is applied tothe design of a constant
speed transition from a mainline guideway onto a parallel guideway sepa-
rated by a distance 4 from the mainline. The transition, shown in figure 3-2,
is made up of four constant speed spirals of the type given by equation
(3.2.11), connected so that the slope and curvature are everywhere con-
tinuous. We let the total length of the transition section in the direction of
flow be denoted by L. ‘

The section of the transition shown in figure 3-2, between x = 0, and x =
L/4, is computed from equation (3.2.11) without transformation. The cur-
vature is a maximum at point x = L/4 and vanishes at points x = 0, L/2.
Therefore, the transition section from x = L/4 to x = L/2 is a mirror image of
the first section about the perpendicular bisector of the line connecting the
origin with the point x = L/2, y = H/2. The section from x = L/2to x = L is
obtained by rotating the first half of the transition 180 degrees in the plane of
the paper about the midpoint.

i H
} . - v - [ = —
’ff‘ = .'_\.X.f .. z pul X5 X = = "- , ’;"' {'V A JJ'«“
¥ ,( ol \-'J' R, /.' > Ve
4 ! J‘f—'!_
Hl 2
M
2 y
1 ] I ] -
% L L N e
a 2 “

Figure 3-2. A Spiral Transition to a Parallel Line at Constant Speed
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In the derivation of the relationship between L and A, itis convenient to
use the dimensionless notation defined by equations (3.2.12). Thus, let

= A
2V,
and } (3.4.1)
L= L
A

and consider the dimensionless form of the equation for the spiral, equation
(3.2.14). From figure 3-2, and equation (3.2.14), we see that at x = L4

& B
kil

Substituting x = [/4, we have

- 3
H = _l6 - (3.4.2)

Since equation (3.4.2) and equation (3.2.14) contain only the dimension-
less values and no parameters, the transition spiral scales in proportion to
the parameter [2V%/J,, that is, in proportion to V32, Substituting equations
(3.4.1) into equation (3.4.2), we find that

13
L= v( %’1 ) 47 (3.4.3)

Thus, for a given value of H, L increases in proportion to V.

The maximum magnitude of the normal acceleration a, occurs at x =
L/4 and at x = 3L/4. Therefore, in equation (3.2.3), substitute s = x = L/4,
and then equation (3.4.3). We obtain

173 i :
"*‘%'(1"’#) ; Sel (3.4.4)

Hence, for given maximum values of J, and a,, the maximum permissi-
ble value of H is

Hone = z.ﬁ‘u_ =2a, . - (3.4.5)

in seconds units if (@) sax = J. If a lateral displacement larger than Hy,y is

.
.
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required, a straight section must be inserted at x = L/2 in figure 3-2. From
symmelry, the slope of the straight section is 2H/L. If H . is substituted
into equation (3.4.3) and a, = J,,

Leoax = 4V (3.4.6)

The minimum radius of curvature is found by substituting equation (3.4.4)
into equation (3.1.13). Thus

Ry = v2| -2 - (3;!7)
min ﬁ.ﬁ -

3.5 The Constant Deceleration Spiral

This case is defined by the equation

%‘{ = —-q (3.5.1)

Substituting equation (3.5.1) into equation (3.1.11) gives, J, constant,
the equation of the constant deceleration spiral. This equation can be
integrated if we note that, by substituting equation (3.1.7) into equation
(3.5.1),

ds = V4V (3.5.2)
a
from which
B2 (3.5.3)
and
o _ o d | db
ds TV dv( Vdv) (.5.4)

Thus, with V as the independent variable, equation (3.1.11) becomes

d de
@V 3 (vJV) MR

Yo -
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If we multiply both sides of this equation by V, the left side becomes a
perfect differential:

i (v d)- ar 6.5

The initial conditions at s = o are V = V,and 8 = dé/ds = 0; thus, from
equation (3.5.3), dé/dV = 0. Therefore, the integral of equation (3.5.5) can
be written

o J
B=- ( V‘i,l- l) (3.5.6)

Integrating again, & can be written in the form
A A A
o=t G 657

By substituting equation (3.5.6) into equation (3.5.3), we obtain the
curvature of the decelerating spiral.

_.l._- d_o.-.._L!L H_—] 3
R ds 2aV, V (v' .58

in which R is the radius of curvature. Using equation (3.1.13), the normal
acceleration is

a = — V(w |) (3.5.9)

With the limit value of a, substituted, the minimum value of V is the
positive root of equation (3.5.9) solved for v :

_ aa Voly | _
Vnin - 7;”— l + aa, 1 (3.5'0)

Substitution of equation (3.5.10) into equations (3.5.7) and (3.5.8) gives
the maximum value of 8 and the minimum value of R, respectively.
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As anexample, let J, = a, = a =2.5 m/s?, and V, = 10 m/s. Then, from
equation (3.5.10), V., = 7.81 m/s. Substituting V,,,, into equations (3.5.7)
and (3.5.8),

Opax = 7.05°and R, = 244 m

In practical cases, speed is decreased to obtain the minimum radius of
curvature, and hence the smallest requirement for clearance. In this case,
both a, and R, are specified, and V,, is found from the equation

Vs = J@uRon (3.5.11)

Then, from equation (3.5.9), the velocity at the beginning of the spiral
transition should be

m 3.5.12

that is, the line speed should be slowed to V, before entering the spiral.

The length of the decelerating spiral is found by integrating equation
(3.5.2) with the initial condition s = 0 when V = V,. The result may be
written

g = 2!} (l - —“ff) (3.5.13)

Then, in the above example, the maximum length of the spiral is
obtained by substituting into equation (3.5.13) the valuesV, = 10 m/s, V =
7.81 m/s, and @ = 2.5 m/s®. Then 5, =7.8 m.

The equation of the spiral is found by substituting equation (3.5.7) into
equation (3.2.8) in which we substitute equation (3.5.2). The resulting
equation can be integrated in dimensionless form if we define the following
dimensionless variables:

g = 45:'-,1 (3.5.14)
v
f = .V.— (3.5.15)



X= avV}
(3.5.16)
Y= avVi
Thus,
1 ] 1=t |
X= Iv".cos _ﬂfe_ & £ de
(3.5.17)

y-l' sin _ﬁ.“_gi)'_ £ de¢

¥ivy

If it can be assumed that #/2 is much less than I, these equations
become:

X = J'I'.'.f d‘ = 15 ([ - %)
(3.5.18)

3

Y= (- grde - ‘;4(1 -VL.)

Vivy

Solving the first of these equations for V/V, and substituting into the
second, we have the equation of the decelerating spiral for small angles:

Y = §-[| -1 - m'-ﬂ]' (3.5.19)

The specification of a right angle curve with deceleration is found by
following the procedure of section 3.3, in which the coordinates of the
endpoint of the spiral are found from equations (3.5.18) and the endpoint
angle from equation (3.5.7), both for the appropriate value of V,,/V,.

3.6 The Lateral Response of a Vehicle due to a Sudden
Change in the Curvature of the Path

In some cases, spiral guideways have been found to be more expensive to
manufacture than guideways of constant curvature. Therefore, it is useful
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Figure 3-3. A Sudden Transition from a Straight to a Curved Guideway

to know the conditions under which spiral sections can be approximated by
sections of constant curvature. The problem reduces to the determination
of the lateral response of a vehicle due to a sudden change in the curvature
of the path,

Consider a vehicle of mass m moving to the right in figure 3-3 with speed
V. The vehicle has a lateral suspension system with spring constant &,
damping coeflicient {, and maximum permissible lateral deflection 8,,. At
the point ¢ = 0, the guideway curvature suddenly changes from zeroto I/R.
For ¢ greater than 0, the acceleration of the vehicle (and passengers) in the
direction normal to the curved pathis & — V¥R in which & is the deflection
of the lateral suspension system, positive if away from the center of
curvature as indicated in figure 3-3. The lateral equation of motion can be
written in the form

8+ 2wd + '8 = a, (3.6.1)
in which
- = @ (3.6.2)
and
o = %’_ (3.6.3)
Also, let

o =wl-_ (3.6.4)
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Then, subject to the initial conditions 8(0) = 8(0) = 0, the solution to
equation (3.6.1) is

a-w’[l-e"" (—1;_‘—!smml+cosmrﬂ (3.6.5)
Differentiating,

5= :"T&j e*sin o't (3.6.6)
b= ae ( cos w't — _v?]_-‘?_? sin w'l) (3.6.7)
R a.ue""[ i:,r:—_igl sin @'t + 2{ cos m] (3.6.8)

§ -~ a.m‘c"“[( I = 4% cos o't - _‘(_‘S_EL fl—-_!? oo “":I ¢.69

Note that the lateral acceleration of the vehicle is 8 — a,, whichis zeroat r =
0. .

The maximum value of 8 occurs at the first zero of 3 for 1 greater than 0,
which, from equation (3.6.6), occurs at 't = . Substituting this value in
equation (3.6.5),

8y = aJut (1 4 e ™Vini) (3.6.10)

With &, given by design, k should be chosen for a given m (see equation
(3.6.2) s0 that

Wt = -5: (I + eV ) (3.6.11)

in which { is yet to be determined. By setting § = 0, solving for w't, and
substitution into equation (3.6.7), it can be shown that the maximum lateral
acceleration of the passengers, |6 = a |, occursat ¢ = 2, 5. Thus, to satisfy the
comfort criterion, we need to compute the maximum value of jerk, & The
maximum value of the function 8w’r) corresponds to the first zero of §.

% True f Yourd If S(r/n,' Cne >, If
Y03, Qmop = r¥/7a,
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From equations (3.6. 8)and(3 6.9), we see that if { =0, &0) = 0 and the first
maximum in 8 occurs at 't = /2. As the dampmg ratio increases, the first
zero of 8(w't) moves to earlier values of @'t until at { = 0.5 the first zero of
8(w'f) occurs at @'t = 0. For { slightly larger than 0.5, both terms in
equations (3.6.9) are negative from w’r = 0 10 a value slightly less than 't =
m. But, because of the exponential decay term, the value 3(0) is greater than
at the first zero of 3 for w’s greater than 0. At { = /3/4, the first zero of 5 has
moved back to w't = w2, but again 3 (0) greater than 3 (=/2). Thus, for 0 <{<
¥4, the maximum value of 3w's) is found by setting &(w't) = 0. From
cquation (3.6.9), we then find

tan o't = _ﬂ;j',_( —%:—jg-) (3.6.12)

If we use the trigonometric identity cos 8 = (1 +tan*$) """ and substitute
equation (3.6.12) into equation (3.6.8), the bracketed term reduces to unity,
and the maximum jerk becomes

oo e T (425

- ¢ 3-ap
(3.6.13)
If { > V4, the maximum jerk is
8(0) = J, = 2a.w{ (3.6.14)
In general, let
o = a0 F(Q (3.6.15)

in which the meaning of F(3) is found from equation (3.6.13) or (3.6.14).
Then square equation (3.6.15) and substitute for «* from equation (3.6.11).
The results may be written

Ji = % (l + c-wﬂ) FYQ) (3.6.16)

We wish to know how small the radius of curvature, R, can be before J,,
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reaches the comfort limit. Therefore, solve equations (3.6.3) for R and
substitute for a, from equation (3.6.16). The result may be written

Vv

R= -Jagin—

D (3.6.17)
in which

0= eo( 2]

-2 S = [ 1-40
exp[ 3—‘,1.__‘—5 tan [‘L‘ (3_4{1 )]] 0 ==%)

13
L 3
i [' + exp (Tl——_%—)} o= == e

The choice of { depends on the degree of damping desired, which canbe
measured by the ratio of the second extremum in the function [8(w'f) — 8(=)
to the first. Thus,

Omy | 82w - 8(=) | L 3.6
5, 8(m) — 5() | = e ime) °eP

The function 8,,/8,,and G({) are plotted in figure 3-4.

Figure 3-4 together with equation (3.6.17) show that the radius of
curvature that can be negotiated for a given comfort criterion, given by J,,,
is minimized if { = 1/3° At this value, the ratio 8,,,/8,., = 0.329, which would
appear 10 be a satisfactory degree of damping. The minimum value of G(D)
is G(1/3) = 0.966. Therefore, from equation (3.6.17),

Rou = 0.966 7.,.,!;—_[,,- (3.6.20)

_‘_(:' L, 2330
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Figure 3-4. Lateral Damping Functions

As anexample, let V= 10 m/s, J, = 2.5m/s*, and §,, =~ 0.05m. Then R\, =
142 m. Substituting into equation (3.6.3), a, = 0.70 m/s* which is less than
the acceleration limit (@) .y = J. Therefore, the curve is determined by
the jerk limitand Ris givenby equation (3.6.20). In general, Risdetermined
by the jerk limit, not the acceleration limit if

JtQa 13

AL < (adyr Tl 14

But J, = _(a:;.':,. in units of seconds. Therefore

-

87 < 0.966 J.17

s
S < 0,901 J,,

if the limit is determined by jerk. Thus, if 8, is less than approximatcly:i:
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meter, certainly always true, the radius of curvature is limited by equation
(3.6.20).

An additional interpretation of equation (3.6.20) is found by solving it
for J,..

‘."3

W (3.6.21)

Jo = 0.949

Fora given lateral suspension system defined by 8, and £, and given abrupt
changes in curvature characterized by R, equation (3.6.21) shows that the
uncomfortableness of the ride, characterized by J,,. worsens as the cube of
the velocity.

Suppose a vehicle is on a path of curvature I/R,, and suddenly enters a
path of curvature 1/R,, in which R, < R,. Then, if R is given by equation
(3.6.20), the minimum value of R, that will meet the comfort criterion is
found from the equation

R S
R. R, R
from which
RR 22)
R = R. + R (.62

If R, is substituted into equation (3.6.3) and the computed value of a. is less
than the limit value, equation (3.6.22) determines the curve, Suppose we
wish to design a right-angle turn in the guideway in circular arc segments so
that the criterion on maximum lateral jerk is always satisfied. Then, from
equation(3.6.22), the radius of curvature of successive segmentsare Ry ~ R,
R/2, R/3, R/4, and so on. In practice, however, it is unlikely that more than
two different curvatures will be used.

3.7 Superelevation

The minimum radius in a turn at a given specd can be reduced by means
of superelevation. Consider a superelevated, curved guideway, a cross
section of which is shown in figure 3-5 at & point at which the speed is Vand
the superelevation angle is ¢. The resultant of the vectors representing the
centrifugal force a,, and the gravity force g, makes an angle ¢ with the
normal to the floor of the vehicle. Jtis the angle ¢ that is spccnf ed to meet
comfort criteria. From figure 3-5 we have

Ge =glan (g + ¢) = gle + ¢) (3.7.hH
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dgure 3-5. A Superelevated Guideway

in which the small angle approximation is sufficiently accurate.
From equation (3.1.13), the minimum radius of curvature is given by

) 2
v v -
k= an %0y L
ST

gfeen L v
if a, is the largest permissible value of this quantity. Substituting from
equation (3.7.1),

v:
. —— .
R gly +-€) G.7.2)

in which ¢ is the maximum permissible lateral acceleration in a curve
divided by g.

The permissible angle e is limited by the possibility that the vehicle
might have to stop on curves to a value of about 12 degrees or 0.2 radian.
With standing passengers, ¢ is limited to about 1/8 radian, and if all

passengers are seated to about 1/4 radian. Thus, with superelevation the

minimum radius of curvature can be reduced by the ratio

r 17 '_»4'

3.7.3
Rovs ieeked)

f.ia

- 1,87

For standing passengers and ¢ = 0.2 radian, ¢/¢ = 1.6, and for seated
passengers, ¢/¢ = 0.8. Thus, the reduction in Ry, is very significant and
worth pursuing. In designing a superclevated curve, the spiral (or varying
curvature) transition section must be twisted as well as curved in the
horizontal plane. The angle of twist is zero at the zero-curvature end of the
spiral and increases uniformly to a value of ¢ of about 12 degrees at the end
of maximum curvature.

! / Paagr - [ e85 i

."i f P - / -



3.8 Summary

In the layout design of almost every guideway transit system, some sec-
tions of curved guideway are necessary. The design of specific systems
must therefore be delayed until the student has an appreciation of the
design of transitions from straight to curved guideway. These transitions
must be designed so that the magnitude of lateral motions are acceptable
from the standpoint of comfort. Comfort depends on keeping the maximum
lateral acceleration and rate of change of acceleration (jerk) below specified
values. This results in the requirement that transitions from straight guide-
ways to guideways of constant curvature must be separated by sections of
constantly increasing curvature or spirals. If the speed is constant through-
out the transition, the spiral section can generally be approximated by a
simple cubic given by equation (3.2.11). Two important applications of the
cubic transition are derived: (1) the right-angle curve, and (2) the transition
toa parallel guideway, such as used in entry into an off-line station. In both
cases enough information is given so that each of these types of curves can
be specified. From the equations derived, it is straightforward to derive the
transition between two straight lines of arbitrary angle.

Curved guideway costs more than straight guideway, therefore it is
desirable to reduce the length of curved guideway wherever possible. In the
transition to an off-line station, this is possible if the vehicle starts to
decelerate before entering the transition, because sharper curves can be
negotiated at the same level of comfort at lower speeds. Thus, if the
transition curve is designed to take advantage of the lower speed, it will be
shorter. The solution to this problem is lengthy, butitis included because of
its importance in reducing guideway cost in certain applications. Instead of
a simple cubic, the transition curve is given by the more complex expres-
sion, equation (3.5.19).

Spiral guideway can be more expensive to manufacture than guideway
of constant curvature, therefore it is useful to know under what circum-
stances it is possible to approximate a spiral section by one or more
scctions of constant curvature. Such a transition may be possible within the
jerk-comfort limit if the lateral suspension system of the vehicles can
compensate for the lack of a spiral transition. Thus the problem is solved by
considering a vehicle withgiven lateral suspension dynamics negotiating an
abrupt change in curvature in the guideway. For the case of a linear
spring-dashpot suspension system, the solution is worked out in detail.
Equation (3.6.17) and figure 3-4 show that the greatest change in curvature
can be permitted if the damping ratio if the lateral suspension system is one
third. With this damping ratio, the minimum tolerable radius of curvature
is given as a function of line speed, maximum tolerable jerk, and maximum
suspension system deflection by equation (3.6.20). This equation possesses
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an interpretation of more general interest: It shows that, with a given
change in curvature and a given suspension system, the maximum jerk
experienced by the passengers is proportional to the cube of the speed. If a
change in curvature is considered as a typical imperfection in the straight-
ness of the guideway due to manufacturing tolerances, erection tolerances,
or ground shifts, then in general the discomfort of the ride in terms of jerk
worsens in proportion to the cube of the speed, and indicates why it is so
much more important to keep the track straight at high speeds. The re-
quired tolerances are relaxed if the lateral deflection capability of the lateral
suspension system is as large as possible, and if the damping ratio is
properly chosen. More analysis is nceded to determine if the optimum
value of one third computed for the case considered would be different with
different kinds of imperfections.,

Finally, superelevation as a method of reducing the length and radius of
curves is considered in enough detail to provide necessary design informa-
tion. It is shown that the reduction in the radius of curvature practically
possible is a factor of about 1.8 for scated passengers, and 2.6 for standing
passengers. Thus, superelevation is well worth considering.

Problems

“ 1. A scated-passenger guideway vehicle system is to be designed to
permit right-angle turns at constant speed on city streets for which
clearance available for the guideways is 40 m to the centerline of the
guideways, that is, if two sets of paraliel lines 40 m apart are drawn
perpendicular to each other, the centerline of the guideway in making a
right-angle turn must lie inside the boundaries of these lines.

a. Sketch the curve and label all parts.

b. With no superelevation, what is the maximum velocity for which
the curve can be designed.

c. Assuming the maximum velocity, compute the coordinates of the
endpoints of the transition segments with respect to the street
corner intersected 45° through the curve, and plot the curve.

d. If the normal line speed is 20 m/s, what is the deceleration length

that must be allowed for before the curve is negotiated.

¢. Whatis the length of each spiral section, and what is the length of
the section of constant curvature? (Make all length computations
to the nearest ¢cm.)

2, For aseated-passenger vehicle system in which the line speed is 20 m/s,
design a constant velocity transition to a parallel guideway ten meters
away.
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a. Make a careful sketch of the transition and label all parts. (Note
comment following equation (3.4.5).)

b. Compute the coordinates and slopes of all points between transi-
tion sections and lay out the transition curve on graph paper
making use of symmetry properties where possible.

¢.  Write an equation for the total length of the transition in terms of V,
H, and a,, and compute the length. By what percentage is the
length greater than the maximum length of an all-spiral transition at
the same velocity?

d.  Whatis the percent error in length of the transition as computed by
equation (3.2.10) instead of by the exact formula (3.2.9). (Hint:
integrate the second term in the expansion of cos 6.)

. With standing-passenger vehicles, a constant deceleration spiral is
designed to turn the guideway through the maximum possible angle
with Vg = 10 mvs.

Compute V.

Compute fy..

Compute the length of the spiral section.,

Compute the x — y coordinates of the end point.

What is the length of a constant velocity spiral with V = V, and the
Same oy ?

penTE

. For standing-passenger vehicles with lateral suspension systems hav-
ing @ maximum permissible deflection of 10 ¢cm and an optimum damp-
ing ratio, the line speed is 15 m/s. Itis desired to build a right-angle turn
using a minimum length of curved guideway, using segments of two
different constant curvatures, and maintaining constant line speed.

a. Sketch the curve and label all parts.

b. Iftwocycles of oscillation of the lateral suspension system must be
completed before entering the second segment, what is the length
of each segment.

What is the total length of the minimum length right-angle curve?
What are the coordinates of the endpoint of the total right-angle
transition with respect to the initial point? (Hint: Follow the deri-
vations of equations (3.3.2) to (3.3.7.)

ok

. Assume the constant curvature section of the transition curve of Prob-
lem 1is superelevated a maximum permissible amount. With the same
velocity as computed in Problem 1, how much narrower could the
width of the streets have been as a percentage of the given width? How
much higher could the velocity have been with the same width of
streets as a percentage of the velocity with no superelevation?



Performance Relationships
for Specific Systems

In this chapter, automated transit systems are classified and studied ac-
cording to the geometry of the lines. There are four classifications: shuttle,
loop, line haul, and network. All transit systems are composed of one or
more of these types. Hence, the performance of any transit system may be
studied using the relationships developed.

4.1 Shuttle Systems

Simple Shurttle

A simple shuttle is diagrammed in figure 4-1. Only one vehicle can be used,
and it follows the velocity profile of figure 2-3 in moving from one station to
the other, The distance D, between stations is measured to the center of the
stopped vehicle. For a given V;, the minimum possible value of D, is the

value of D in figure 2-4 for the case 1, = 0, or twice the stopping distance
given by equation (2.2.6).

The travel time from one station to the other counting the dwell time 1,
at cither station is derived in section 2.4 and is given as 1, by equation
(2.4.3). Because V, appears in the denominator in the second term and in
the numerator in the third, a value of V, exists that minimizes f,. By
differentiation, it is seen that ¢, is minimum if Vi = D,a,,. But, discounting
jerk, D, = Vj/a,, is twice the stopping distance. Thus, ¢, is minimized if the
vehicle accelerates to the midpoint between stations, then decelerates to a
stop. As D, increases, the corresponding value of V, to minimize f, quickly
becomes to large to be practical, and minimum ¢, cannot be attained.

D, .
= [ r.‘LL

Figure 4-1. A Simple Shuttle

47
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Three useful characteristic times for shuttles can be derived from 1,:
T,: The time to wait for a vehicle called from the other station

T,: The average wait time if the vehicle continuously shuttles back and
forth and waits 1, seconds at each end

T;: The effective time headway

These quantities are given by the following equations:

Ty=t,~-tp= LV):__+ —V:_+ I second 4.1.1)
T.=T,+tp=1, 4.1.2)

T, = 2T, (4.1.3)

in which we have assumed a,/J, = | second because this value gives the

maximum value of J, permissible from the standpoint of comfort.
The capacity of a shuttle in terms of the effective number of vehicles per
hour passing a fixed point in one direction is

w' © Capacity =—3600_ 1800V, _ (4.1.4)

T, D, + Viltp + —‘;l;— + 1)

Equations (4.1.1) through (4.1.4) are plotted in figure 4-2. The upper
right-hand quadrant is a plot of equation (4.1.1) for a,, = 1.25 m/s*, This
value is appropriate for standing-passenger vehicles. It is used for shuttles
because the round-trip time for a shuttle is long enough so that it is
necessary to accommodate all the people who wish service on a particular
trip, but short enough that provision for seating is unnecessary. Also, with
no scats the vehicle can be used for transporting beds, food carts, and other
objects as well as people. The lines of T, versus D, terminate on the left end
at the minimum value of D, possible for the given value of V,. The envelope
of the end points of these lines is a parabola.

The upper left-hand quadrant is a plot of equation (4.1.2) for several
practical values of 1. The lower left-hand quadrant is a plot of equation
(4.1.3), and the lower right-hand quadrant shows equation (4.1.4). Plotted
in this manner, all of the necessary performance characteristics of a shuttle
can be understood from a single chart. The dashed lines in figure 4-2 provide
an example for the case D, = 600 m, V, = 10 m/s, and 1, = 20 s, Enter the
chart at D, = 0.6 km and move up to the curve corresponding to V, = 10
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Figure 4-2. Characteristic Times for and Capacity of Simple Shuttles

m/s. Move left to the T, ordinate and read T, = 69 5. Continue left to the
diagonal line corresponding to #, = 20 s and turn 90 degrees down to the T;
axis and read T, = 89s. Continue down to the diagonal line labeled T, = 27,
and turn right to the T, ordinate. Read 7, = 178 s and continue right to the
hyperbola labeled 3600/T,. Turn down to the capacity abscissa and read

20.2 vehicles per hour.
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Simple Shuttle With Intermediate Stations

Consider the configuration shown in figure 4-3, In the time and capacity
relationships derived, we will assume there are n stations separated by
arbitrary distances D,,, each greater than the minimum possible value
shown in figure 4-2. Such a configuration is exactly analogous to an
elevator and can be referred to as a **horizontal elevator.”” It would operate
in an on-demand mode exactly as an elevator.

The time characteristics can be found from equations (4.1.1 through
4.1.3) and figure 4-2. The time to wait for the vehicle called from any other
station nonstop is the value of T, in figure 4-2 corresponding to the distance
D, from which the vehicle is called. If, however, the vehicle makes m
intermediate stops each with station delay 1, the wait time is the sum of the
values of T, corresponding to the m + 1 station spacings between m
intermediate stops plus mz,. If the D, are all the same, the wait time is

Tow = mip + (m + |)( —31— + Vi, 1) (4.1.5)
L (2P

The charactenistic times T, and 7, have meaning only if the vehicle
continues to shuttle back and forth with an average station delay #,. Then,
for an n-station system

L= D, vV
_ L
Tg‘ ;‘ (’p + _VL + d + l)
B D, Vi
=(n-1) (t,, + VL~ + an - l) (4.1.6)
=(n— DT,

in which D,__is the average station spacing. and T is found from figure 4-2
corresponding to D,,_. The effective time headway 7, = 27, _asin cquation
(4.1.3). The effective capacity is the value given in figure 4-2 corresponding
to D,, divided by n — 1.

PSS S

Figure 4-3. Simple Shuttle with Intermediate Stations
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Figure 4-4. A Two-Vehicle Shuttle

Two-Vehicle Shuttle

The major advantage of a simple shuttle is that only one guideway is
required. Its major disadvantage is that with only one guideway, only one
vehicle can be used, thus limiting capacity. Greater capacity without the
expense of a double guideway the entire length can be obtained by using a
double guideway around one or more intermediate stations. The Ford
Motor Company has used such a configuration in their installation at
Bradley Field, Hartford, Connecticut and at the Fairlane Shopping Center
in Dearborn, Michigan.

The configuration is in general as shown in figure 4-4, in which it is
assumed that D, and D,, may differ, and the middle station uses a central
platform. The length of curved guideway is minimized if it is designed
according to the theory of section 3.5.

The characteristic times for a two-vehicle shuttle are each one-half the
values for a three-station simple shuttle, given by equations (4.1.5) and
(4.1.6). The capacity is double that of the three-station shuttle.

Four-Vehicle Shuttle

Consider the concept of figure 4-4 with two intermediate stations, dia-
grammed in figure 4-5. At time zero the four vehicles are at the two central
stations, with vehicles 1 and 3 headed left, and vehicles 2 and 4 headed
right. The vehicles advance to new positions in the time interval £,, where 1,
is given by equation (4.1.2) with D, equal to the largest of the three station
spacings shown in figure 4-5. In the first time interval (z = O to 1 = 1),
vehicle 1 can move to the left end station, and vehicle 4 to the right end
station. Only one of vehicles 2 and 3 can move. In the table, the convention
is adopted that the vehicle with the lowest number takes priority. Thus, in
the first move vehicle 3 waits while vehicle 2 passes the middle segment. In
cach time step, the vehicle which must wait is encircled. We see that eight
time steps are needed to bring the vehicles back to their original positions,
and that each of the four vehicles waits out one time step twice.
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Figure 4-5. Motions of a Four-Vehicle Shuttle

We see that the period of motion is 8, and that four vehicles pass a given
station in a given direction in 8¢, seconds. Therefore, the effective time
headway between vehicles is T, = 21, exactly the same as for the simple
shuttle (see equation (4.1.3)). Consequently, the capacity is also the same,
and is given by figure 4-2.

A similar analysis assuming more than two intermediate stations shows
that the capacity remains the same as for a simple shuttle. Only with the
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shuttle. and in that case by a factor of two. The advantage of shuttle
configurations with more than one intermediate station is not to increase
capacity, but to keep the capacity constant while increasing the length of
the line. Without the intermediate stations, figure 4-2 or equation (4.1.4)
shows that the capacity drops rapidly with D,. As an example, consider a
simple shuttle in which V, = 10m/s, @, = 1.25nvs?, and 1, = 108, Thenif D,
is doubled from 300 m to 600 m, the capacity drops from 36.7 vehicles per
hour to 22.8 vehicles per hour, or by a factor of 1.6.

4.2 Station Throughput

The capacity of each of the systems discussed in the remainder of this
chapter is limited by the number of vehicles or trains per hour that can
move through a station, that is, the station throughput. In this section the
term vehicle in general refers to cither a vehicle or a train. For the purpose
of this section, stations can be divided into two types: (1) The common type
in which the vehicle flow through the station is unidirectional; and (2) the
end-of-the-line station in which the vehicles leave by backing up and then
switching to a second line.

Unidirectional Flow Station

Analysis of station throughput is aided by consideration of the distance-
time diagrams of two successive vehicles as they pass through a station.
Figure 4-6 shows such a diagram for a unidirectional station. The two
velocity profiles are assumed to be identical in shape and are as defined in
chapter 2. The line velocity, Vy, isthe slope of the distance-time line before
deceleration begins. The length of each vehicle or trainis L, the station delay
of vehicle 1 is tp, and the two vehicles are assumed to be separated in time
by aninterval T, The problem isto determine how the minimum permissible
time headway is related to other essential parameters.

Attention is focused on the trailing time line of vehicle 1 in figure 4-6,
and on the leading time line of vehicle 2. Consider the trailing time line of
vehicle 1 in a reference frame (x, ) with the origin in time at the moment
vehicle 1 begins to leave the station. Then, in a reference frame (x', ') in
which time and position move backwards and in which the origin in time is
at the moment vehicle 2 stops in the station, the position-time diagram of
vehicle 2 is identical to that of vehicle 1. To find it in reference frame x, 1, we
need only find the position-time diagram of vehicle | in x = t coordinates
and transform it by means of the equations

w»L-x
(4.2.1)

t'=T=tp 1t



54

distance

> time
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Figure 4-6. The Distance-Time Diagrams of Two Successive Vehicles
Entering and Leaving a Station

Generally T will be an order of magnitude or more longer than terms in
the position-time equations dependent on jerk. Therefore, in this analysis,
jerk will be neglected. Then, if aisthe acceleration, the position-time line of
vehicle 1 is

n= o @.2.2)
and .
X, = at 4.2.3)
for0=t= Vja.Fort>Vj/a
fm Vit - ke (4.2.4)
Therefore, the position-time line of vehicle 2 is
h= o 0= VJa

-Vt - g_ ¢ > Vya
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Substituting these equations into equations (4.2.1),
xg =L —alX(T— tp, = 0=¢ = V/a
(4,2.5)
wL-~V(T~tp-0+Vi2a 1 >V/a

If T~ 1, is greater than or equal 1o 2V,/a, the closest separation between
x, and x; at & given t occurs when the velocities of both vehicles are V.
Thus, x, — x, is found by subtracting the second of equations (4.2.5) from
equation (4.2.4) to give

Axpin = VAT — 1p) = Vija - L T~ 1tp=2VJa (4.2.6)
The velocities of both vehicles are equal to V;, when x; — x; = Axg,.
KT -1 x_s .lo_@_s than 2V, /a, the closest separation occurs at velocities
less than V;. Thus, Ax, is found by subtracting the first of equations
(4.2.5) from equation (4.2.2), and
Axpin = afl2 = L + /2T = 1, = 1P

In equation (4.2.6), r does not appear; however, in the present case Ax,,, is
a function of time. The minimum value occurs when

dAx 0= ar - aT -1y -
a 0=ar~al~1,-1)

that is, when
I
¢ 2
Thus
Atwa = AL BE —  7- 4 <2V/a 4.2.7)

The minimum permissible separation between two transit vehicles is
dealt with in detail in chapter 7; however, for analysis of station flows it is
adequate to let

r |
Aty = 0 (4.2.8)

in which V.., is the velocity of the trailing vehicle at minimum separation,
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and a, is the emergency deceleration rate. Thus, from equations (2.2.6),
V2,./2a, is the stopping distance of the trailing vehicle at minimum spacing
if jerk and control time delay are neglected. The constant k, called the
safety factor, is the ratio of minimum separation to stopping distance. The
available stopping distance is less than Vi./2a, because jerk and control
delay have been neglected, but more because the lead vehicle cannot stop
instantly.

If equation (4.2.8) is substituted into equation (4.2.7), in which at Axy,

V.. - a(T - 'ﬂ)

and the result is solved for T = 1, we have

T—-1p= ZJ;(‘—_-W (4.2-9)

T —tp=2Vja. U T — 1= 2V/a, Van = Vi Then substitute equation
(4.2.8) into equation (4.2.6) to give

PRPI . ka
T Ip —V;'— + r (l + E-d‘ ) (4.2.10)
When T — t, = 2 Vy/a, equations (4.2.9) and (4.2.10) give the same result:
- V| - ke
L - 1 3a, 4.2.11)

If L is greater than the value given by equation (4.2.11), equation (4.2.10)
holds; and if less, equation (4.2.9) holds.

For train systems, k is generally taken equal to at least two, and a, is
chosen only slightly greater than a. Therefore the dimensionless parameter
kal2a, is approximately equal to 1 and equation (4.2.10) holds for trains of

all lengths. If equation (4.2.10) is differentiated with respect to V, and the
result is set equal to zero, itis seen that T reaches a minimum value when

aL H}
V, = (ﬁ: ) (4.2.12)
in which
. % (4.2.13)

Substituting equation (4,2.12) into equation (4.2.10),
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2
Tom = Ip + 2[(-1 *-a‘!&] (4.2.14)

Fora ten-car train of 20-m cars, L = 200 m, and witha = 1.25 m/s*, 7, = 155,
a = 1, Ty = 50.8 5, and the corresponding value of V, is 11.2 m/s. This is
generally felt to be too low a line speed to give an adequate average speed.
If V= 25 m/s with the same values of the other parameters the headway
increases, from equation (4.2.10), to 63 s.

In order to present the results graphically, introduce, in addition to
equation (4.2.13), the dimensionless parameters

Tw (T~ tg) - (4.2.15)
L
= - La
L i (4.2.16)
Then, equations (4.2.9) and (4.2.10) become
ren L 1<
4.2.17)
= L + 1+ a r=2

Note from equation (4.2.9) that at shorter headways, the headway nto a
station is independent of line speed. Equations (4.2.17) are plotted as the
solid Tines in figure 4-7 for a family of values of a. Typically a, lies in the
range from a to 2a and k ranges from one to two. Therefore, the curves
corresponding to a = % to 1 are in the practical range. If a is greater than 1,
the second of equations (4.2.17) holds for the whole range of positive values
of L. Using equations (4.2.12) and (4.2.16), one can see that asa function of
Vy. the second of equations (4.2.17) reaches a minimum when L=1+a.
The dashed line in figure 4-7 connects these minimum points.

End-of-the-Line Station

Consider a station at the end of a transit line, which to save space and
conserve on track length is arranged so that a vehicle or train entering it
must back up onto a parallel line to continue in the opposite direction. A
diagram of the station and the corresponding position-time diagrams are
shown in figure 4-8, As before, L is the length of the train, #p is the station
dwell time, V; isthe line speed, and ais the deceleration rate. In the present
case, the position-time line turns downward in the reverse direction as the
train backs up onto a parallel track. Let L. be the extra distance the train
must move backward, in addition to the train length L, before itis out of the
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Figure 4-7. The Relationship between Minimum Permissible Headway

through Stations and Vehicle Length

way of the next train attempting to enter the station, as shown in figure 4-8.

The minimum L, can be found from the theory of section 3.4. For a
train, the displacement between paralle] tracks, /, is generally greater than
the value 2a, given by equation (3.4.5). Therefore, as indicated below this
equation, a straight section must be inserted between spiral segments, Its
length, using equation (3.4.6), is (H — 2a,) (4V/2M). Therefore the total
transition length is L., = 4VHES=a7H). For a, = 1.25 m/s* and, say, V
=20m's and H = 4m; L,.. = 95m. ;o< )

Consider ﬁgun: 4-8. Back-up stations are gemrally considered with
train systems in which there are up to ten cars per train. Thus, if each caris
say 20 m long, L is on the order of 200 m. The speed V, corresponding to a
stopping distance of L + L, = 295 m s

2a(L + Lyg) = 27 /s = 61 mi/h

Thus if V is less than this value, which will usually be the case, the train
begins 1o stop inside the distance L + L,,.,. Therefore, the time required to
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Figure 4-8. The Position-Time Diagram for an End-of-Line Station

stop from a distance L + L, can be found from equation (4,2.4) by
substituting x, = L + L,,,. Then from figure 4-8,

T-:n+2(ﬂ’vf:m-+ %’:) + é‘v'inn

The velocity of the train approaching the station is still V;, when its front is
L,.. from the station platform. Therefore substitute Axgy, in the above
equation from equation (4.2.8) with Vy,, = V.. Then

T=tp+ Vb (1 +a)+ - (L+ Lo (4.2.18)
a VL

in which a is given by equation (4.2.13). Equation (4.2.18) gives the time
headway between trains if the trains are travelling at a constant speed V,
when the front passes the point a distance L, in front of the platform.
After this point, the train begins slowing down.

Since V, is in the numerator of the second term in equation (4.2.18) and
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in the de.nominalor of the third term, 7{V,) possesses a minimum point. By
setting @7/aV, = 0, the minimum point is seen to correspond to

R
V= o 2L L) (4.2.19)

Substituting equation (4.2.19) into equation (4.2.18),

P S : (4.2.20)
Tae = tp + 2"% (L + L,..)

-

Consider a numerical example. If & = 2 and a, = a (typical of train
systems), fp = 15 s, and L + L,... = 230 m, T reaches the minimum value
Tai = 69.3sif V, = 17.0m/s. By comparison, from equation (4.2.18),if V,
= 22m/s, T=T71.1s,0rif V, = 12m/s, T=72.5 s, Thus a minimum headway
of say 75 s is applicable over a wide range of speeds.

In terms of the dimensionless variables given by equations (4.2.13),
(4.2.1%) and (4.2.16), equation (4.2.18) becomes

r=1+a+ 2L+ L) (4.2.21)
Comparing with equation (4.2.17), one can see that with back-up stations,

the headway increases twice as rapidly with train length at a given speed
than with flow-through stations. If V is wellabove the minimum value given

by equation (4.2.19), ‘a penalty in capacity for back-up stations can be

avoided by reducing V, as the end station is approached. Thus, in equation
(4.2.18), reduce V, enough so that T computed from this equation equals
the value computed from equation (4.2.10) with the normal V. This proce-
dure will add to the round-trip time of the vehicles but will maintain
capacity, if necessary. In determining the loop or line-haul system
minimum headway, if different values of T are found due to different
conditions at different stations, clearly the largest headway determines the
system capacity. Note that nominal headway is constant around the loop.

4.3 Loop Systems

Consider a loop transit system of arbitrary shape as shown in figure 4-9. Let
there be n stations numbered in the direction of flow, and let the distance
between the ith and (i + 1)th stations be £,,.,. Thestations may be either
on line or off line, and the vehicles may run singly or in trains.
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The Maximum Number of Vehicles or Trains

If the stations are on line, the average velocity of a vehicle or train, V,,, is
given by figure 2-4 as a function of station spacing, station dwell time, line
speed, and acceleration level; and the trip time between stations is given by
equation (2.4.3). Therefore, the time required to travel completely around
the loop is

Ty = nTe + 42 (4.3.1)
L
in which T, is the excess time given by
T =ty + Vi 4+ 9 4.3.2)
A 1
and .
(0 - z fun (4.33)

is the distance around the loop. Hence, the average velocity around the
loop is

Vag = €T (4.3.4)
With on-line stations, figure 4-6 gives the minimum permissible time head-

way T, between vehicles or trains. Therefore the maximum number of
vehicles or trains that can be accommodated is

_ ¢ _ T
Naow = T::;’;;_ = _T._:.— (4.3.5
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In practical daily operation it is doubtful if the actual number of units will be
more than half N...

If the stations are off line, the average velocity can be found from figure
2-4if D, is interpreted as the average trip length. However, the maximum
number of vehicles that can be accommodated on line is now based on the
on-line speed V;. The theory of minimum headway is developed indetail in
chapter 7, but for most purposes it can be expressed adequately by the
equation

y A :,-"’- (4.3.6)

in which L is the vehicle length and H is the minimum rear-to-front spacing
between vehicles, given by

H = Vl.’r + -‘21-(;'—— g;) (4.3-7)
- |

| Famy iy = {" L,//—& Ve 721 i -, 4

in which . is the time constant for application of the braking force that
produces the emergency deceleration a,, and a, is the failure deceleration
rate. Using equation (4.3.6) and V, for V,,, in equation (4.3.5), the
maximum permissible number of vehicles is found for loop systems with
off-line stations. Again, the practical maximum number of vehicles may be
less by a factor of two. With off-line stations, the maximum achievable
throughput of the stations is given by figure 4.8, If the vehicles operate in
platoons, L is the platoon length. Station throughput with off-line stations
has been treated by computer simulation by several investigators, the work
of which is reported in the book Personal Rapid Transit II (see note 3in
chapter 1 of this book).

The Trip-Time and Demand Matrices
For each origin station { in figure 4-9, there are n — 1 possible destinations.

Therefore it is useful in the following analysis to represent all of the trip
times in the form of a matrix.

T, T Ty ... Ty
Tll Tp Tg . T’.

Ty = Ty Te Tu .. Th
i . . . (4.3.8)
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The first index represents an origin station, and the second a destination.
Thus, for example, Ty is the time required to travel from station 2 to station
§ counting station dwell time of the vehicles but not the time the patron
must wait for a vehicle. It would be trivial to let the major diagonal terms
represent the non-trip, therefore let Ty, = Ty for k = 1 ..., n, where Ty is
the time for a complete circuit given by equation (4.3.1). Note that the
diagonal terms of the form T,,,, and T,, represent the set of n trip times
from one station to the next.

The trip time, not counting the time the patron must wait for a vehicle, is
given by equation (2.4.3), where D, is the distance between stops. Inon-line
station systems

Ty =Ty + Tiorger + oo + Ty

If we let the excess time in equation (2.4.3) due to station dwell and
acceleration be as given by equation (4.3.2), then

Ty=( = DT + Q:- (on-line) (4.3.9)

V,

In systems with off-line stations and nonstop travel from origin to destina-
tion

Ty = To +{,u. (off-line) (4.3.10)
L

Some systems have off-line stations but an elevator-type service in which
the vehicle can be called into a station on demand and the ride shared. In
these systems, T, is not unique and each case must be treated individually.

Travel demand in person-trips per hour can also be represented by a
matrix

(Dy]

in which the index i represents the trip origin and j the destination. The
major diagonal D,, represents the round trip and is zero unless recreational
trips are included. There are no simple general relationships among the D,
however, special cases such as uniform demand in which all the D, are the
same will be treated to gain some insight. Let

D, (4.3.11)

9
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Fhrv =

and

Dy = > Dy (4.3.12)

el

By understanding the meaning of Dy, one can see that D, is the total flow in
people per hour into station i and requesting service on the system. D, is
the total number of people per hour terminating their trips at station j. In-
general the matrix Dy is a function of time; however, to determine the
number of vehicles required it can be assumed independent of time with the
terms representing the traffic in the busiest period.

In terms of Dy, the total flow in link i, i + 1 in people per hour can be
expressed in the form

nei-1 néi-2

Fun= 2 Dy+ Z Diyy * oo + Dypgyn

I=itd J=isy

a2  Ari-k-1
=S S D (4.3.13)
k=0 Juira
Cv = (Fl"‘l) T
The average line flow is e
( ' :'1"‘-.
- Fo =

Voo

it

,'T Fi\: people per hour (4.3.14)

el o *
2

&

If, in an on-line station system, the headway 7T is known, the average
number of people per vehicle (or per train if vehicles are coupled) is simply

pe = FuuT (4.3.15)

In an on-line station system, the maximum number of people per vehicle is
the maximum F,,, multiplied by T.

Ja Wt - o e e

The Average Trip Length in One-Way Loops

This is a useful concept if it is interpreted as the average weighted in
accordance with the amount of travel, that is, let

Average trip length = <L,> = passenger-miles per passenger



Thus y - & T
: 5 ;
L Lt ]
z Dyty Far ’[q
<L>= S Lo (43.16)

)

Dy

i
1

in which n is subtracted from any index n = 1 + i greater than n, and

T

1
b= Exan (4.3.17)
{

T

Consider the case of uniform flow, in which all of the D are the same.
They can then be factored out of the numerator and denominator of equa-
tion (4.3.16). Thenif equation (4.3.17) is substituted into equation (4.3.16),

n Lot LI g |

1 -
L= oy 2 2 P (4.3.18)

By writing out the terms one can see that

m-14 1 l:" l‘
> % O = 2 2 Casiesm
=

Jeier k=i

in which the dummy indices have different meanings on the two sides, The
advantage of the new form is that the index i no longer appears in the
summation limits. Thus, because of the commutative property of ordinary
addition, the outer summation in equation (4.3.18) can be brought inside so
that

k.
Z 2, Ciisiasn

<L = n(n — 1) &0 j=o i=1

But

Cirsaesnr = €, (4.3.19)

| gLl
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where ¢, is the average distance between stations and it is recognized that
the result is independent of the index j. Thus

—-2 &
<L‘>"’7_E-|_2 > l:-hi'l-(l+2+3+...+n—l)
k=0 =0

But, by adding the arithmetic series 1o itself written backwards, the well
known result

1 - 2 3 4.4 (=1
+ (n-D + (n=2) * . IS S
n + n +n + ...+ n =(n—n
is obtained. Thus
<L>,= - (4.3.20)

The Average Trip Length in Two-Way Loops

If the loop system of figure 4-9 provides for flows of vehicles in both
directions, it can be assumed that cach patron will opt to travel the shortest
route to his destination. If attention is focused on one of these directions,
say the counterclockwise direction shown in figure 4-9, the demand is zero
for trips more than half way around the loop. Thus, instead of equation
(4.3.16), the average trip length is

" mal

Y X Dty
=1 i

<L> = e — (4.3.21)

in which the limit index m replaces n — 1. If the stations are approximately
equally placed and n is odd, m = (n — 1V2. If n is even, the most remote
station is just as far away in either direction. Therefore split the demand to
it in half. Thus

» *n2-1
> Dyt y + VaDusnnf c.u.n)

=1 \ =T
<L> ™ —— e - — (4.3.22)

- f+n2-1
> ( Dy + M-Dl.mm)

—
i=1 eitl
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With uniform flow and an odd number of stations, by following the
process which led to equation (4.3.20) it can be verified that

<L>, = ._(&’4"'_& (nodd) (4.3.23)

Similarly, equation (4.3.22) becomes

<L> =l " (neven) (4.3.24)
Y 4 (=1

The average trip lengths for one-way and two-way systems with uni-
form flow are summarized in table 4-1.

Table 4-1 Average Trip Lengths

Number of Stations 2 3 4 5 6 7 & 9 10 N n
<! S One-way : I 152 253 35 4 455 556

I, Two-way 11 E381S 182 22925 2783 32

One-way/two-way : 1 1.5 1.5 167 167 17517518 18 L83 L83

The Station Delay Time, tp, drlve hp o

Station delay time is a very important parameter in determining the per-
formance of automated transit systems. It is clearly dependent upon vehi-
cle configuration and flow. If the vehicle has only three scats abreast,
simple timing of the exit and entry maneuver shows that five or six seconds
may be adequate for 1. With six seats, three forward and three backward
and one door, it may take roughly twice as long to vacate and reload a
vehicle. In larger vehicles somewhat less time per person per door is
required, and the result depends on the width of the doorway.

The average walk speed is about two miles per hour or three feet per
second, therefore the maximum rate of discharge of passengers per door is
roughly one per second, onc abreast, or two per second, two abreast. These
kinds of considerations tempered with simple experiments and observa-
tions at transit stations can determine the mean time required for egress and
ingress for a given vehicle configuration. Unfortunately, at the time of
writing the author cannot point to any literature that presents data on
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passenger flow in and out of vehicles. Accepted standard values of station
dwell are needed for the purpose of predicting the performance of various
types of transit systems.

The Required Vehicle Fleetr Size
The required size of the vehicle fleet is given by

N=N,+ N, + N, (4.3.25)
in which

N, is the required number of occupied vehicles needed to meet the peak
demand if there are p, people per vehicle;

N. isthe number of empty vehicles in circulation during the peak demand
period as a result of nonuniform demand; and

N, is the size of the maintenance float, that is, the number of extra
vehicles required to account for the possibility of rush period break-
downs.

The number of occupied vehicles, N,, is simply the number of people
riding at any one time during the peak period, divided by the average
number of people per vehicle, p,. The number of people riding at any one
time is the peak period flow in people per unit time multiplied by the
average trip time. The peak period flow used to determine N, must be
averaged over an accepted period such as fifteen minutes or one hour. Ifa
shorter period is used for averaging, a larger fleet will result, but the
average wait time for service in the peak period will be reduced.

It is a policy decision to balance the desire for minimum wait with the
added cost in vehicles needed to provide it. For the sake of economy, a
certain measure of staggering of demand is needed. Any transit system can
be swamped at some time by too great a demand, and the author's experi-
ence is that the public understands this and will either accept the need to
wait longer in unusually busy periods or individually adjust their schedules
to avoid the busiest periods. With these thoughts in mind, the author
recommends that in public transit applications, the peak flow for computa-
tion of N, be obtained as the average flow over the busiest hour. On the
other hand, if the application is 1o carry students between classes in which
the break period is say 15 minutes, then the peak flow used to compute N,
must be the flow averaged over the time period between the carliest and
latest arrivals at the stations that permit the students to arrive at the next
class on time. This is an interval of approximately seven minutes if the
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break period is fifteen minutes. If the starting times between classes are say
thirty minutes apart, obtained by staggering class schedules on different
campuses, then the average can be taken over a period of 30 — 8 = 22
minutes, instead of 15 — 8 = 7 minutes. Thus, by such a change in class
scheduling, the peak flow is reduced to 32 percent of its former value.

Using the notation of the demand and trip-time matrices,

N, =1 2 DT, (one-way)  (4.3.26)

0
Pe 5 =i+

in which the terms of the demand matrix are averaged over an appropriate
peak period as discussed above, and one-way flow is assumed. Let

n +n—1

Dpux =Y X Dy (4.3.27)

=1 =1

be the average pcak flow on the whole loop system, regardless of flow
direction. Then, using equations (4.3.9), (4.3.10), and (4.3.16), cquation
(4.3.26) can be written . , 7

e

LT e
N, = ;'- [‘yTu + i‘!,‘-:i ]D...- (one-way) (4.3.28)

14

in which <L,> is given in general by equation (4.3.16), and for the case of
uniform flow by equation (4.3.20). In on-line station systems,

and, in off-line station, nonstop systems,
y=1 (4.3.29b)

In the case of uniform flow, Dy is the same for all i and j. Then equation
(4.3.27) becomes

Dyess = nln = Dy (4.3.30)



and

" -1
1

> 2 U-9

y . — —e——
i nln = 1) & wias

- m":*.; SR T ‘i‘-']

=1 =i = J=is1

. 5: [i(n-l)+ Ej]-(n—l)ii
=1

-1

I n a1 R n
T 1 N il= = (4.3.31)
o (£1)( )3

The ratio of the number of vehicles required in an on-line station system
to the number required in an off-line station systemis of interest. In the case

of uniform flow and one-way loop traffic, this ratio is found from equations
(4.3.28), (4.3.29b), and (4.3.31). Thus

<L>V
N, (on-line) !2._ * "_T;;_L

. = LIV,
N(off-line) 1+ _'-11._

Consider a typical example in which V, = 15 m/s, a,, = J, = 2.5m/s, and 1,
= 15s. Then, from equation (4.3.2), T, = 22s. Letn = 7 stations and <L,>
= 1.5 mi = 2400 m. Then <L,>/V, T, = 7.27, and the ratio of equation
(4.3.32) is 1.30. Thus, in this case, if all parameters are equal, an on-line
station system requires 30 percent more occupied vehicles to serve a given
demand than an off-line station system.

In two-way systems, the number of vehicles on each track is obtained
from an equation analogous to equation (4.3.26) if the upper limit on the
inner sum is changed as in equations (4.3.21) and (4.3.22). If the demand is
roughly equal in the two directions, and n is odd, the total number of
occupied vehicles required in both directions is

(4.3.32)

v > ! <L>] & waghe
N, == |yT + =22 Y 2
N ke VL]::: o
= ,:_ ¥yl + <V—L:2 ]b.... (two-way)  (4.3.33)
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in which <IL,> isgivenby equation (4.3.21) ingeneral, or by equation
(4.3.23) in the case of uniform flow. With off-line stations, y = 1 as before,

and with on-line stations and n odd,

i H+in-1N2
- ( j - 0 D

yo EL T TETY odd) (4334
" *in-12 Du (wo_way

=i

In the uniform flow case, by following the derivation of equation (4.3.31), it
can be verified that, if n is odd,

+ 1

(n odd)

(4.3.35)

The computation of N, is summarized in table 4-2 (7, is always found
from equation (4.3.2)), and is based on the form of equation (4.3.28).

Returning to equation (4.3.25), consider the computation of N,. In
on-line station systems, service is scheduled and the concept of dispatching

Table 4-2 Computation of the Required Number of Occupied Vehicles

Case Flow Directions Stations ¥ <Ly Dyre
General  Oneway  Online (e (3060 (4327
Off-Line I (4.3.16) 4.3.27)
o
Two-Way odd no iin 4.3.21) (4.3.27)
On-Line
even no. (e (4.3.22 (4.3.27)
odd mo. 1 (4.3.21) (4.3.27)
Off-Line
cven no. I (4.3.22) (4.3.27)
Uniform Flow One-Way On-Line 02 (4.3.20) (4.3.30)
Off-Line | (4.3.20) (4.3.30)
Two-Way ) odd no., (m+ 14 (4.3.23) (4,3.30)
On-Line @324 (43.30)
even no, dn -1
odd no. 1 (4.3.23) (4.3.300
Off-Line
oven no. I (4.3.29) (4.3.30)

';d-l;mba;i-n mr-u.l;s-e: are cquation nu:béu.

"Obtained from equation 4.3.22 by the substitutions 4, becomes J = i; fi.1 + we Decomes n,2,
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empty vehicles to meet demands is not applicable, therefore all vehicles are
considered occupied, and N, = 0. The number of empty vehicles required
in off-line station systems is zero if the demand is completely uniform, and
depends on the nonuniformity in demand. Let EX,, be the excess flow of
vehicles into station j, that is, the number of vehicles in excess of those
needed to meet the demand for service at station j. Then, in one-way
systems,

1 -'):-I Do .

EXy= - 2 (Dy=Dy=~ Y~ 747 (4.3.36)
P (=j+1 7,

If EX,, > 0,there is an excess of vehicles at station j; and if EX,; <Othereisa

shortage. If the quantities EX,, are known for all , they can then be used to

compute a schedule of empty vehicle dispatching commands to provide

vehicles where needed. The total excess of vehicles is

S EXy=0 (4.3.37)
1

as may be seen by noting from equation (4.3.27) that D peqx can be found by
first summing over all destinations from a given origin, or first over all
origins to a given destination. Therefore, the problem is one of optimal
redistribution of empties.

The number of empty vehicles required is determined by summing the
products

EX,/Ty

in which j corresponds to the stations for which EX,, > 0,and T, is the time
required for these vehicles to reach their destination stations. This is a logic
operation and can be written in general in the form of a computer program
but not neatly in an equation, It is more transparent, however, to consider
each case directly once the EX,; have been computed from the demand
matrix. Consider the counterclockwise loop system illustrated in figure
4-10.

The small integers are the station numbers and the bold number next 10
station i is EX,, in vehicles per minute. In a loop system with off-line
stations, under the restriction that no empty vehicle travels the full circuit,



-18+16=-02

=1.3 vehicks/min

+16
Figure 4-10. Example Computation of the Empty-Vehicle Fleet

it makes no difference in the total number of empty vehicle miles travelled
to which stations the excess vehicles are dispatched. Then, consider the
dispatching schedule. Arbitrarily start with station 1. IfEX, > 0, asis true
in the example of figure 4-9, mentally start 3.2 vehicles per minute (one
vehicle every 18.7 seconds) moving around the loop looking for vehicle
shortages. The first “'sink™ (EX, < 0) is station 3 which demands 1.3
vehicles per minute. Since EX, > |[EX, |, station 1 can supply all vehicles
needed at station 3. At station |, subtract 1.3 v/min from the total excess to
get 1.9 v/min remaining. Station 4 can use more than this number, therefore
dispatch 1.9 v/min from station | to station 4, Deducting this number from
EX,, = -2.5 leaves -0.6 v /min. All vehicles from station 1 have found
destinations. Therefore move to station 2 and repeat the process, Then
move to station 3 and note that its requirement is satisfied. Similarly, the
need for vehicles at station 4 is satisfied. The remaining shortages at station
S and 6 are then made up by circulation of vehicles from station 7. By
drawing flow lines from “‘sources™ to **sinks'" and labeliing them with the
vehicle flows, an equation for N, can be written directly from the diagram.
Thus
N, - |-3T“ + 1-91‘“ +0.6T,. + 1-61‘:- + 0-2Tn + 1.617.

Using equation (4.3.10), Ty, = T, + €JV,,

N, = T.NEX,, + v, ¥ FLOW,
¢ u; o Lo U’U (4.3.38)
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in which + EX,, is the sum of all positive EX,, and in the example is 7.2 v/m.
The second sum, in the example, is

YFLOWy = 1.3(4, + €a)

+ 1.9y + €33 + €30

+0.& €y + €3)

+1.& oy + €5 + £y)

402083 + €as + €3 + € + )
$1.6(6ys + € + Ly + € + £y + &)

= 5.08,3 + 72605 + 5963 + 346 + 1.6€4 + 1.8¢;,
If the flow is two-way, equation (4.3.36) is replaced by a pair of

equations, one for counterclockwise flow in the directions of the indices
shown in figure 4-9, and the other for clockwise flow. Thus,

™ R =
Ex" Q. 3 D“ “+ ”D]--'!J - z, Dﬂ o %DIJ-N!

Py i-m =i+l
¥ WES =
EX, = y A 2 Dy + VaDyuny — Dy = VaDyy
© o\ (=pel (===
. (4.3.39)
in which
m= i;_l for n odd
— n_ -
= 1 for n even

and the terms not under a summation sign are dropped if # is odd. 1f an
index is greater than n, n is subtracted from it; and ifanindexis less than 1,
nis added toit. Based upon equations (4.3.39), the procedure for determin-
ing the size of the empty fleet is the same as in the case of one-way loops.
Returning again to equation (4.3.25), consider the computation of N,
Scheduled mainienance should be done in the off-peak hours, and then
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does not enter into N,,. The fleet N, is needed rather to maintain N, + N,
vehicles in operation during the peak period even though some vehicles
may fail and require unscheduled maintenance. Assume that if a vehicle
fails during a rush period, it can be returned to service inatime MTTR, that
is, the mean time to repair. MTTR is made up of the following components:

MTTR = (mean time to dispatch vehicle to maintenance)
+ (mean time to ready vehicle for repair
including time to obtain needed parts)
+ (mean time to replace faulty part or subsystem)
+ (mean time to dispatch vehicle back in service)

Let the mean time between vehicle failures be MTBF, and let T, be the
length of the rush period. Then the number of vehicles that fail during the
rush period is

(N, + N) (T.uo/MTBF)

If MTTR is of the order of T, but not so long that the vehicle cannot be
restored to service by the next rush period,

‘V. = (N. + N() (TmJl"TBF’ (4.3.%)

But, if MTTR is much less than T,.,.

Nu = (N, + N) (MTTR/IMTBF) (4.3.40b)

Thus, the importance of easy-maintenance design so that subsystems can
be quickly replaced is apparent. Life cycle cost is minimized if an expen-
sive vehicle is returned to service as rapidly as possible. In a well-designed
system, N, should be no more than about one percent of N, + N,.

The Average Number of People per Vehicle and
Time Headway

If p, is given, N, + N, can be determined from the theory of the previous
section. Then the average time headway between vehicles, 7, is found from
equation (4.3.5). Thus

= o LT,
! V“Q(No + N,) N, + N, (4.3.41)
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In small-vehicle automated systems in which private party service is of-
fered, p, is the size of the average group traveling together, and 1s usually
assumed to be about 1.5, In larger vehicle systems, however, the service
must be scheduled to a given value of 7. Then equation (4.3.41) is used to
compute N, + N,, and equation (4.3.15) is used to compute p,.

Capacity

The capacity of a loop system is the total number of people per hour the
system can handle. The achievable capacity depends on the distribution of
demand as characterized by the demand matrix. In on-line station systems,
it is limited by the achievable station throughput, derived in section 4.2. In
off-line station systems, capacity may be limited by either station
throughput or line throughput. If there is only a small number of stations,
station throughput, determined by the theory of section 4.2, is the limiting
factor. But with a small number of stations, off-line stations often cannot be
justified. With a large number of off-line stations, the line capacity, deter-
mined by equations (4.3.6) and (4.3.7), limits the system capacity. The line
flow in each link can readily be determined from the demand matrix Dy,

4.4 Line-Haul Systems

A line-haul system is @ collapsed one-way loop which may have either
continuous flow or reverse flow at the end stations. As indicated in section
4.2, loop end stations cut the achievable headway at a given line speed
almost in half and hence without a speed change almost double the capac-
ity. But they take more space and are more expensive than back-up end
stations. Therefore, the back-up end station is often used. Headway with
these can be maintained if the trains are caused to slow down well in
advance of the end stations, The intermediate stations may use either side
platforms or central platforms, the latter of which are more economical of
space. As indicated in figure 4-11, the stations of line-haul systems are
usually on line. Also, to obtain adequate capacity, the vehicles are usually
trained.

The maximum number of trains is given by equation (4.3.5), in which
the minimum headway is found from section 4.2. As with on-line station
loop systems, the actual number of trains required is found from equation
(4.3.5) with the desired scheduled headway T, substituted for Ty, In
on-line station systems, there is no deliberate circulation of empty vehicles;
therefore, N, = 0 and N, is the result found by using equation (4.3.5).
Equation (4.3.15) is used to find p,, the average rush period number of



1%n
2 n—1

Side-platform staticns, end loops

1 2 3 n=1 n
Central-platform stations, back-up ends

Figure 4-11. Line-Haul Configurations

people per train. In line-haul systems, however, the summation limits are
different. Using the station designations of figure 4-11 for flow to the right,

15§
o = = DT,
P Nc % I:l-#l v
Substituting equation (4.3.9),
1 <L>
Pe N_..("T" e )b,..k (4.4.1)
in which
a1 )
Dyeax = > Dy (4.4.2)
=1 =it
A=l n
y=—— ¥ ¥ Dy~ (4.4.3)
b" =1 J=itt
and
l a1 n
<L>= S Y Dty (4.4.9)
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In a given peak period, the terms of the demand matrix Dy, corresponding to
flow to the right in figure 4-11 are usually quite different from those
corresponding to flow to the left. Thus p, will be different in the two cases,
and for the purpose of computing the number of cars per train p, must of
course be taken as the larger of the two values. If the car capacity is given,
the number of cars per train is

No. cars per train = (4.4.5)

“(car capacity)(load factor)

in which **load factor" is the desired fraction of car capacity used during
the rush period averaged over all cars in the system headed in the direction
of maximum flow.

4.5 Network Systems

A network transit system is one in which there is more than one path
between some of the stations. Fixed route, fixed schedule bus systems are
usually network systems; the New York subway system is a network
system. If network systems involve transfers from one branch to the other,
however, they can be considered as being composed of a series of loops or
line-haul branches. In these cases, the theory of sections 4.3 and 4.4 can be
applied directly, and further elaboration is unnecessary. Thus, the present
analysis is restricted to networks in which the vehicles may transfer from
one loop or branch to another. Except in very small networks, the econom-
ics favor the use of off-line stations because: (1) they allow use of smaller
vehicles and lower maximum line speeds, and hence guideways of lower
weight per unit length; (2) they permit lower average trip time and hence
reduce both the number of vehicles of a given size required and the total
vehicle fleet cost; and (3) they increase patronage because of the reduced
trip time. Therefore, the network analysis of this section assumes off-line
stations. ot S

Networks may use multilevel interchanges to accomplish vehicle trans-
fer or they may use Y-interchanges.”Use of Y-interchanges has the advan-
tage that the guideways can all be at one leveland the visual presence atany
one location is minimized, but the disadvantage that, at interchanges, vehi-
cles must merge before they diverge thus reducing the capacity. With
multilevel interchanges, the vehicle streams diverge before they merge,
thus preventing bottlenecks. The disadvantage of the Y-interchange can be
reduced by designing the system so that vehicles run both above and below
the guideway, thus providing two-way traffic. (A side-by-side two-way
system is not practical in network configurations because of the size and
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complexity of the interchanges.) A two-way, over/under system more than
doubles capacity with a given set of line and station locations because, as
shown in Table 4-1, the average trip length reduces. With reduced trip
length, trip time reduces and with it the number of vehicles. Hence the
minimum spacing between vehicles increases. The analysis will, however,
treat both multilevel and Y-interchanges: and both one-way and two-way
networks,

If a specific network is under consideration; that is, a network with
specific line and station locations, and the analyst has the data nceded to
make a detailed performance, cost, and patronage analysis, then the
analysis of performance characteristics should proceed by extending the
theory of section 4.3 for loop systems. The same basic framework of
analysis is still applicable, but the analyst must take into account that the
travel time matrix Ty, is not unique, but depends upon the choice of route.
The network should be designed, however, so that the nominal path
minimizes T,. Nonminimum paths would be used only in abnormal circum-
stances such as unusually heavy demand on certain routes, or in the case of
breakdowns. Equation (4.3.10) is still valid, therefore the minimum 7, are
found by first finding the minimum €.

The formula for average trip length is analogous to equation (4.3.16)
with the summations extending over all stations; and the theory of the
required fleet size follows directly. Equation (4.3.26), with the summations
again extended over all stations, shows that the minimum 7, produce the
minimum fleet size. The computation of the required empty vehicle fleet
size proceeds by first computing the EX,, from equation (4.3.36) with new
summation limits. Having the EX,,, the choice of destinations to which the
vehicles are routed is more complex than in the case of loops. This problem
has been treated by Thangavelu[2], by Irving[3], and by others. A trial
selection of the empty vehicle destinations can be made on the basis of
minimizing the total empty vehicle travel time. Then the total flow on each
link must be computed, and the empty vehicle destinations and routes
adjusted until a given link capacity constraint is satisfied.

Rough computations of vehicle fleet size can be made on the following
- basis: If the flow is completely uniform, D, = Dy, and no empty vehicles are
required. On the other hand, if the demand is unidirectional in the sense
that if Dy # 0, D, = 0, the occupied vehicles going from i to j must circulate
empty from j to i. In this case half of the vehicles are empty. Therefore, the
assumption that one-third of the vehicles circulate empty is a good com-
promise between these extremes. A number of computer simulations have
produced the result of approximately one-third empty vehicles.

In initial analysis of network systems, before specific line and station
locations are chosen, it is necessary to be able to estimate the performance
and economics in specific situations. Also, a theory of performance and
economics of networks at this level is algebraically simple, and it is easy to
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determine the influence of parameters such as line and station spacing. The
theory is developed in two parts: geometric parameters, and performance
parameters.

Geometric Parameters

The parameters derived are line density (length of guideways per unit area),
station density, intersection point density, and average trip length. Con-
sider the idealized network of figure 4-12. Let the network be square with
line spacing Land n + 1 lines in each direction. Then the total length of lines

¥ =2nl(n+ 1)
= % (nLy (l . %)

But (nL)* = A = the area of the network. Therefore,

& = %pa (4.5.1)
where
B =14 LAV 4.5.2)
The line density is therefore
Pe AT L B (4.5.3)

Let the stations be placed at the midpoints as indicated by the dots in
figure 4-12. There are three reasons for this: (1) itis awkward to incorporate
stations in the intersections and such a procedure increases visual impact at
the intersections; (2) for a given L the maximum rectangular walk distance
is L/2 if the stations are at the midpoints but twice as great if the stations are
at the intersections (Even if the street pattern is not a rectangular grid, the
rectangular walk distance is more realistic than the shortest distance ““as
the crow flies.””); and (3) for a given line density, the station density is
maximized if the stations are at the midpoints. The third reason will be clear
from the following analysis.
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Figure 4-12. An Idealized Transit Network

The number of stations in the network of figure 4-12 is
_ 2
n, = 2n{n + l)-l-,—ﬁA

The station density is therefore

Py = tzi_ﬁ

The number of intersections in the network of figure 4-12 is

nl-(ll*l)’-rl!—”l‘

Hence the intersection density is

b

Thus the ratio of station density to intersection density is

pdpr = %‘

(4.5.9)

(4.5.5)

(4.5.6)

4.5.7

(4.5.8)
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Figure 4-13. Idealization of the Average Trip Length

Thus, for a given line density, the station density is almost twice as great if
the stations are at the midpoints rather than at the intersections. On the
other hand, for a given station density (the parameter that determines the
patronage), the line density is greater by 2/8 if the stations are at the
intersections rather than at the midpoints.,

Consider the average trip length <L,> on the network of figure 4-12. If n
is large, <L,> can be approximated by integrating the rectangular trip
length over the network area, as shown in Figure 4-13, and by assuming
every station is both an equally likely origin for travel and an equally likely
destination. This is the assumption of uniform travel as introduced in
section 4.3. If n is large, reference to figure 4-13 gives

nl;

<L> = '(#L“L J.“Lu‘l"' = Xg| + |y — yadx, dy, dxs dys

= 2 ]lf-dx3 [] "(Xg _ x.)dx, + ] nl. (,t‘ _ x’)dx']
(nLy 1, N -

- (”z L-L[ @gi —nlx; + x;]dx,

- %-(nL) - %Am (4.5.9)

Thus, in the limit as n approaches infinity, the average trip length with
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Figure 4-14. Four-Station Square Loop

uniform demand is two-thirds the square root of the network area. In finite
networks, <L,> is larger than this limit value because of indirect routing.
Consider the series of cases illustrated by figures 4-14 through 4-17 with
uniform demand.

Figure 4-14 shows the simplest case, consisting of the basic four-station
square loop. Let the distance between stations be L. Then for one-way
travel,

<L> -—‘%*—3’_ L= 2L = 24'% (4.5.10)

and for two-way travel

<L>=-0E3ED fo4np =134 (4.5.11)
5

Crr

3

Figure 4-15. A Two-Loop Network

Figure 4-15 shows the next level of complexity. If the flow is one way,
say counterclockwise, the average trip lengths from each of the five num-
bered stations are different and are as follows:

Origin Station <L,>/L

1 3219
2 26/9
3 409
- 44/9
5 389
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Figure 4-16. A Five-Loop Network
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By symmetry, the average trip length from the other five stations are the
same. Therefore, the average trip length for the two-loop network with
one-way flow and uniform demand is

<L>w= %’)- L = 4L = 2.31A' (one-way flow)  (4.5.12)
Similarly
<L> = %‘; L = 2.88L = 1.66A"" (two-way flow)  (4.5.13)

The next level of complexity is illustrated in figure 4-16. In this case the
process of calculating the trip lengths is complex enough that a systemaltic
procedure is desirable. Let the stations be divided into two types of groups
of two stations each: A groups and B groups as shown in figure 4-16. Let A,
— A, represents the trips from cach of the stations in group A, to each of the
stations in group A;, and note that there are four such trips. Then

A=A= Y > A—A
’
i*j

represents all of the trips between A groups except for the trips internal to
each A group. These are denoted by

A= 2 A= A
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The totality of trips in the network of figure 4-16 can be represented by the
expression

A, +(A = A+ (A= B)+ B, + (B— A)+ (B— B)
16 + S28)+ B(16)+ 8 4+ 432+  4(12)= 552 trips

The numbers under the group symbols are the numbers of trips generated in
each type of group combination. Since the total number of stations is 24, the
total number of trips is 24(23) = 552. The total length of trips in each of the
six groups is given in table 4-3 for one-way and two-way flow,

Table 4-3 Computation of Average Trip Length in Five-Loop Network

Growp Number of Trips —;om! Length of Trips/L
One-Way Flow Two-Way Flow
T T e T T e
A=A 224 8(120) 8(108)
A— B 128 R(64) B(S4)
B, 8 48 4“%)
E— A 128 4152) {112
B8 4% 460) 452)
s T " 200

<L> 1.444'7 121A"

in which A'* = 3L,

The network of figure 4-17 has 60 stations and 60(59) = 3540 trips. Using
the same types of groupings as in figure 4-16, the average trip lengths are
determined in a similar manner and are as given in table 4-4. Recognition of
symmetries greatly simplifies the process of counting the trip lengths.

In Figure 4-18, the average trip lengths corresponding to the square
networks of figures 4-14, 4-16 and 4-17 are plotted. Also, the limit given by
equation (4.5.9) is shown as a dashed line. This information is as much as is
useful to obtain for the case of uniform flow.

Performance Parameters

The parameters derived are fleet size, average headway, line flow. station
flow, and nonstop wait time. The fleet size is given by equation (4.3.251and
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Figure 4-17. A Thirteen-Loop Network

the derivation of each term in that equation proceeds in the same manner as
for loops. With networks, however, it is useful to define the parameters

N

C = NIN (4.5.14)
N,

b= NEN, (4.5.15)

Then

_aN,
N= 7:" (a)

Table 4-4 Computation of Average Trip Length in Thirteen-Loop Network

Growp Number of Trips Toral Length of Trips
One-Way Flow Two-Way Flow

A, . 830 7 é(l32) —&98) -
A=A 8(252) 8(3262) &1370)
A—=B 8(72) $(840) 8326)
B, 4(6) 424) 424)
B—+A & 144) 4(804) 4(648)
B~5 “an___ «14) L

iS40 21,344 17,536

<l> 1214 0.99A"




2t
one-way flow
16}
1.2}
> two-way flow
A\”
0.8
........................... mit value_
044
| 1 L P
0 1l 3 5 7 o
AV
Figure 4-18. The Average Trip Length in Finite Networks with Uniform
Demand
In analogy with equation (4.3.26)
N, = (0 A) Tu/p, (b)

in which 1, is the trip density, that is,the number of trips carried on the
network system per hour per unit arca, A is the network area, and p, is the
average number of people per occupied vehicle, In analogy with equation
(4.3.10), the average trip time is

<L>

Tuw = Tex + =y (4.5.16)



Combining equations (a), (b), and (4.5.16), the fleet size is

N= I;’-‘;: (r.. + Sﬁl),q (4.5.17)

If the vehicle makes intermediate stops, T,, must be multiplied by the
average number of intermediate stops, as indicated by equation (4.3.9).

The average time headway, T, is found from an equation analogous to
equation (4.3.5), that is, by observing that the number of vehicles on line,
Nler, is equal to the total line length # (equation 4.5.1)) divided by the
average nose-to-nose spacing between vehicles. The latter quantity is
T,.Vae, where V,, is the average velocity. Thus, using equations (4.5.1),
(4.5.17) and (4.5.16),

T = £ . __2pSfp
- (Nle)V,, .LT‘HDV.V

But Ty, V,e = <L,>. (Note by combining equations (2.4.5) and (4.3.2) we
see that V, T, T,, = D.) Thus

~

= .,_"p e
y P I.L< S (4,5.18)

and, as can be expected, for a given trip density, T, is independent of A.

The average line flow in people per unit time, f,,, is the line flow in
vehicles per unit time, I/7,,, multiplied by the number of people per
vehicle, p.f,. Thus, using equation (4.5.18),

S = ’-;‘.—ft - —'l"—z%& (4.5.19)

The average station flow in people per unit time, f3,,, is the total
demand per unit time, fA, divided by the number of stations. Using
equation (4.5.4),

Foay = 9,;‘- = -—’3“% (4.5.20)



and it is interesting to observe that
Sov = foay (<L>/L) (4.5.21)

Finally, the nonstop wait time T, is the average time a vehicle must
wait at a station after one party has boarded for a second party headed for
the same destination to arrive and board. This quantity is the average time
headway between arrivals of parties at a station, pJ/fs,,, multiplied by the
number of possible destinations (1, — 1). Thus

T = peln, = 1) Pr("ai‘ Dn,
e Ssay nA

For n, >> 1, and using equation (4.5.4),

4 B A2 3
Tt = PfiA = ,;:%,( A+ |) (4.5.22)

This equation is meaningful if the demand is relatively uniform, but T,
will in general differ a great deal between station pairs. Note that, for a
given trip density, the nonstop wait time increases with the area of the
network. Thus, for a given trip density, the type of service that requires a
party to wait in a vehicle until a second party boards becomes increasingly
unattractive as the network grows. Also, such a service concept increases
the total trip time and hence the vehicle fleet size. Other service concepts
can be considered. For example, if intermediate stops are permitted and the
average number of stops counting the trip end stop is s, the average time to
wait at a station for a second party going to one of these s stops is T,,./s. In
another case, if it is desired to increase the vehicle load factor further by
waiting for n, extra parties going to any one of s stops, the wait time of the
vehicle and the first party is n,T.,./s. Thus knowledge of T, determines
the vehicle wait time for a range of service concepts.

4.6 Summary

The purpose of this chapter has been to develop the theory of performance
of various types of transit systems. By ““performance’’ we mean quantities
such as characteristic times, trip lengths, average speeds, line flows, sta-
tion flows, required numbers of vehicles, and average vehicle occupancy.,
Table 4-5 gives a classification of types of transit systems. Four basic types,
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classified according to the geometry of the lines—shuttle, loop, line-haul,
and network—form the headings of the major sections of the chapter. Each
of the four basic types may be further classified according to the geometry
of the lines and stations, as indicated in table 4-5, and according to the type
of service provided. Dropping the nonapplicable classifications, twenty-
five different possibilities remain. In exploring the basic types of systems
more deeply, we find that further subclassifications are practical, and
discuss these in individual sections.

In section 4.1, shuttle systems are considered. First the simple shuttle is
analyzed and it is found that all of its characteristic times can be described
in one chart—figure 4-2. Here, based on the distance between the two
stations and the line speed, the wait time to call a vehicle from the otherend
is found. Then, given the average station delay or dwell time, the average
wait time, effective headway, and capacity in vehicles per hour are found.
Next. the shuttle with intermediate stations is considered. This case is
exactly the same as that of an elevator with stops at intermediate floors. Itis
shown how to find the characteristic times from figure 4-2 and that the
capacity in vehicles per hour is found by dividing the value given in figure
4-2 corresponding to the distance between stops by n — 1, where n is the
number of stations. If a bypass is placed at an intermediate station, as
shown in figure 4-4, it is possible to run two vehicles on the shuttle and the
capacity is doubled. If, however, the same idea is tried with two inter-
mediate stations and four vehicles, the capacity does not double again but
returns to the value for a simple shuttle of the same length. It is shown,
therefore, that the advantage of including two or more intermediate bypass
stations is not to increase capacity but to keep the capacity from reducing
as the total line length increases.

In the next major section, section 4.2, the question of limitations on
system capacity due to vehicles stopping at stations is considered. The
criterion upon which the calculation is made is to keep the minimum
distance between vehicles or trains greater than the required stopping
distance if a failure should occur. For the case of a direct flow-through
station, which may be either on-line or off-line, the results are summarized
in a single dimensionless graph, figure 4-7. Here, the minimum time head-
way T can be found as a function of vehicle or train length L, station dwell
time 1p, line speed V;, normal and emergency deceleration, a and «,. and
the k-factor, where k is the ratio of the minimum distance between vehicles
to the stopping distance of one vehicle. The case of end-of-the-line or
back-up stations is then considered because this configuration is ofzenused
in line-haul systems to save space at the ends of the line. A dimansioniess
formula, equation (4.2.21), for the minimum time headway is g2z, a3 itis
shown that, for the same line speed, the back-up station izimzases the
minimum headway, but that, by reducing the line speed rzar 52 end
stations, the headway possible at intermediate stations Saf fe masisaed.
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Table 4-5 Classification of Transit Systems

Shasele Loop Line-Haul Nerwork

Stations: ' _ }

On-Line A A A A*

Off-Line N/A A A A
Lines:

One-Way A A N/A A

Mixed A N/A N/A N/A

Two-Way A A A A
End Stations:

Loop N/A N/A A N/A

Back-up A N/A A N/A
Service:

Group A A A A*

Individual N/A A Av A
A—Applicable,

N/A—Not Applicable,
*In small netwoeks only,
*Not for very high capacity.

The major section of the chapter, section 4.3, is devoted to loop sys-
tems. Here, basic performance equations are developed related not only to
loops, but also to line-haul systems, which can be considered as collapsed
loops, and to network systems, which comprise a multiplicity of connected
loops. Six different types of loop systems, listed in table 4-5, are consid-
ered. Trip time matrices, demand matrices, and flow vectors are defined
and it is shown how to find from them the average trip lengths and the
required number of vehicles. The average trip length ratios, given in table
4-1, show that the capacity in a two-way system increases over that of a
one-way system not only because there are two lines, but because of the
decrease in average trip length. Thus, in comparing loops of say eleven
stations, the capacity of a two-way system will be increased over that of a
one-way system by a factor of 2(1 .83) = 3.66. With on-line stations, the
required fleet size is the number of occupied vehicles required plus the
extra vehicles needed in case of breakdowns. With off-line stations
additional extra vehicles are needed to allow for redistribution of the
vehicle fleet as a result of nonuniform demand. These are empty vehicles
and the required number of them must be computed separately after the
required number of occupied vehicles is found. Computation of the re-
quired number of occupied vehicles is summarized in table 4-2 for cases in
which the average vehicle occupancy is known. For group systems, how-
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ever, the number of occupied vehicles is found for a given schedule head-
way from equation (4.3.5) and then the average vehicle occupancy is found
from the equations tabulated in table 4-2. The required number of empty
vehicles is determined from the demand and trip time matrices and is
computed most easily by the diagrammatic method shown in figure 4-10,
because the assignment of empty vehicles is not unique in loop systems.

In section 4.4, the theory of loop systems is applied to line-haul sys-
tems, considered as collapsed loops, and minor variations needed for the
case of line-haul systems are given. Finally, the theory of network systems
is considered in section 4.5. First, a series of geometric performance
parameters, including the average trip length, is derived for a square
network but in a form in which they are approximately applicable to any
network. Figure 4-18 shows how the average trip length approaches a limit
value as the network size increases. Then, the performance parameters—
fleet size, average time headway, average line and station flow, and
nonstop wait time—are derived in a form applicable to networks. Of these
parameters, the nonstop wait time bears comment: It is the time one would
wait on the average for a second party headed for the same station. If this
time is short, then group service nonstop between stations is practical. If it
is long, nonstop group service is not practical and should be replaced by
either a group service that permits stops at a number of intermediate
stations, or by individual nonstop service. Since the nonstop wait time
increases with the size of the network, the practical service policy for large
networks is either nonstop on-demand or multistop scheduled. The differ-
ence in trip time in these two cases is found by subtracting equation (4.3.10)
from equation (4.3.9), that is, it is the number of stops multiplied by the
excess time. In practical cases, from equation (4.3.2), the excess time isin
the range of thirty to forty seconds. A computation of nonstop wait time is
given for a particular case in figure 5-6.

Problems

l. A simple shuttle is to be built to carry a maximum of 1500 people per
hour per direction between two points S00 meters apart. The maximum
cruise speed of the vehicle is 48 km/hr. Each vehicle has two doors, one
through which people egress and the other through which they ingress.
Four people per second can move through each door. If the vehicle is
filled at peak loading, what is the required vehicle capacity?

2. Ancelevator service is to be provided for a 120-f, 10-story building. The
maximum flow rate for which the elevator system is to be designed is
500 people in 10 minutes during the morning or evening period in which
people are traveling only in one direction. If each elevator makes an
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average of four intermediate stops, dwelling at each floor for 5 seconds,
how many elevators are needed? The maximum lift rate is 200 ft/min,
the acceleration is 0.5 g, and the capacity of each elevatoris 10 persons.
. Develop an expression for the capactity 3: an on-line station loop
system with unidirectional stations in per hour if the vehicles
are coupled into n-car trains and the length of each car is L., Plot the
capacity as a function of n in the range | = n = 10 for (a) standing-
passenger vehicles in which a, = a, and (b) scated-passenger vehicles
in which a, = 2a. In both cases assume k = 2, V, = 25 m's, L. = 15m,
and 1, = 15s. - i ' :
- A heavy-rail system is used as a line-haul transit system with back-up
end stations (L,,, = 95 m) and eight-car trains. (a) Using the paramet-
ers of Problem 3 for standing-passenger vehicles, what is the capacity
in people per hour if each car can hold 80 people and the average load
factor is 60 percent. (b) By what percent is the capacity changed if the
back-up end stations are replaced by loops, but the line speed around
the loops must be reduced to 15 m/s? Did the speed reduction increase
or decrease the capacity?
. Assume that instead of coming directly into the station platform, the
vehicles stop at a holding point where they wait for a platoon of n
vehicles to load and leave together. The vehicles in the holding point
then move forward together into the normal platform position. Deter-
mine the throughput of the station as a function of n and other pertinent
Kinematic parameters.
. Consider the following loop systems. Distances between stations are
given on the figure,
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The demand matrix is as follows:

0 20150160 140 20 10 |
40 6130170 160 30 20
0 5 0 S0 40 30 20
D, = 1S 10 40 0 30 20 10
S 10 30 40 0 5 15
1S 5120140160 0 10
S 20170150 180 10 ©

in which the units are people per hour.

Two different systems are to be considered, each in both one-way and
two-way configurations:

System 1: On-line stations, standing-passenger vehicles operaung in R
trains of two vehicles each to increase reliability. The line specd is 15m/'s,
the-vehicles.can be assumed 10 be 40:-m-dong, k = 2, and a =

System 2: Off-line stations, seated-passenger vehicles operating singly.
The line speed is 10 m/s, t ehxcles are 2.6 m long and accommodate 3
people. The-average load f4ltoris 1.5 pcoplc per vehicle and the dwell time
is-5-seconds. Assume k = | and a, = 2a. :

Both types of vehicles can be loaded at a rate of $we persons per second.

—. a. For one-way, counterclockwise flow, compute from D, the flow
f into and out of each station and the total demand.
* b. Assuming the shortest length trip is always taken, separate the
demand matrix into clockwise and counterclockwise components.
¢. Fortwo-way flow, compute the flow from the street into and out of
each station, considering the platforms from which vehicles are
boarded for travel in opposite directions to be separate stations.
This information is used to size the stations.
d. Compute the total flow in each segment for one-way flow, and for
two-way flow, on each track.

For System 1:

. e. Write a formula for minimum headway, 7, based on station
throughput considerations, (5 is expressed as a function of vehicle
capacity C,.)

f. For the one-way configuration, write a formula for C, in terms of
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minimum headway, T, assuming full vehicles on the busiest seg-
ment. Solve this equation, together with the equation from ¢ for C,
and 7. Round C, up to the nearest multiple of &¥€“and call it the
vehicle capacity, then round 7 up to the nearest multiple of 10s and
set the headway at this value. Compute 1, and round it up to the
nearest multiple of 5 seconds, Compute the excess time 7.
Compute the circuit time and, as a matter of interest, the average
speed. For the one-way configuration, compute the number of
trains and the number of vehicles required.

For the one-way configuration, compute the average number of
people per vehicle noting that it is the ratio of the average person-
flow to the vehicle-flow.

For the two-way configuration, assume the same vehicle capacity
as in the one-way system. Based on the flow of full vehicles in the
busiest segment in each direction, compute the required headway
in each direction. Compute the required number of two-vehicle
trains and vehicles in each direction,

For the two-way configuration, compute the average number of
people per vehicle in each direction.

For System 2:

k.

Compute the excess time T, and compute the average trip length
for counterclockwise, one-way flow. Note that the corresponding
matrix for clockwise flow is simply the transposed matrix.
Compute the average trip length for the two-way configuration in
each direction,

. Compute the number of occupied vehicles for the one-way and the

two-way configuration.

Compute the excess-flow vector, EX,, for the one-way and the
two-way configuration.

Draw a diagram for the dispatching of empty vehicles for the
one-way and the two-way configuration, and compute the required
number of empty vehicles in both cases.

Based on the total flow of vehicles on the busiest link, gompute the
minimum operating line headway for the one-way Dr the two-way
configuration, and compute the minimum nose-to-tail spacing.
If the failure deceleration rate is twice the emergency deceleration
rate, and the control time constant is 0.6 s, compute the ratio of
minimum nose-to-tail spacing to the minimum no-collision spac-

ing. 5 .

Compute the maximum station throughput in vehicles per hour,
and with p, = 1.5 compare it with the maximum required flow into a
station in vehicles per hour, making certain to account for the flow
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of empty vehicles. If the requirement exceeds the maximum per-
missible throughput, the station must have more than one loading
berth.

5. If both types of vehicles cost $3000 per unit capacity (see figure
5-1), compute the fleet cost of each of the four configurations.
Recompute the fleet cost of the two versions of System 2 for a line
speed of 15 m/s.
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Cost Effectiveness

This chapter is divided into three parts. First, equations applicable to
parametric analysis of the cost of any transit system are given to the level of
detail in which the cost of vehicles, guideways, stations, and central
facilities are each represented by lumped vartables. Cost analysis of cach of
these types of equipment can fruitfully be carried outin much more detail in
subsystem analysis. Some of this kind of analysis is indicated in later
chapters; however, for systems analysis, the above categories of equip-
ment carry the analysis to the required depth. Second, equations for
analysis of cost effectiveness are given and discussed; and, third, the
equations of cost effectiveness are applied to the analysis of specific types
of systems. This work is based on the author’s paper in the book Personal
Rapid Transit HI[1].

5.1 Cost Equations

The cost equations are given in the following list of notations following
definition of the terms.

C,. = vehiclecost per unitcapacity, If all passengers are seat-
ed, C,.1s the cost per seat, If standees are allowed, C.,.is
the vehicle cost divided by the design capacity, not the
crushload capacity. The vehicle cost is denoted per unit
capacity because, as shown by figure 5-1, the vehicle
cosl per unit capacity is not correlated with vehicle
capacity.
vehicle design capacity

C, = guideway cost per unit length. If the system uses two-
way integral guideways, C, is the cost of the two-way
integral guideway. For convenience, C, also includes the
cost of right of way.

C, = station cost including right of way, but not including
off-line ramps

Cy, = portion of cost of support facilities not proportional to
the number of vehicles

Cy, = portion of cost of support facilities proportional to the
number of vehicles, per vehicle

Cy
1]
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Figure 5-1. Guideway Transit Vehicle Cost per Unit Capacity (Data from
1975 Lea Transit Compendium)

I, = lengthof an off-line ramp as determined by the theory of
chapter 3
% = total guideway length. Given by equation (4.5.1) for net-
work systems. If system uses two-way guideways, Z is
the total length of two-way guideways, not the one-way
guideway length. Does not include off-line ramps.
n, = total number of independent stations. Given by equation
(4.5.4) for network systems.
N = the number of vehicles in the system. See equation
(4.3.25).
Subscript o&m: This subscript is applied to the cost terms to denote the
annual cost for operation and maintenance.

A, = theamortization factoron the kthtype of equipment, that
is, the annual payment on the equipment for principal
and interest divided by the initial cost. For convenience
of readers not familiar with the economics literature, the
formula for A, is derived in Appendix A in terms of ng,

S



Cr

Coy

Cy,

Cd, = Ad(Cd'N + C".) + C’M’IN + C.,

Clyr

Cr

9

the life of the kth type of equipment, and r, the rate of

interest on capital expenditure,
total initial cost of the system

= (Cuge + Ce) N+ C,F + Cin, + Cyy,

annual cost of vehicles per vehicle
C-. = (A,Coe + Caru.JQ¢

annual cost of guideways per unit length

Coo = A, + C-,,‘,,
annual cost of an average station
C.. = AC, + C'““

annual cost of support facilities

oAm
annual cost of system

Clyr=C N+ C ¥ + C,n, + Cg,

It is also useful o compute:
(Cly1).yp = annual cost of amortization of capital equipment for entire

system

(5.1.1)

(5.1.2)

(5.1.3)

(5.1.9)

(5.1.5)

(5.1.6)

(ClyDeap = ACeceN + ALCE + A, + AACy N + Cyp) (5.1.7)

(Clyr)_, . = annual system cost for operation and maintenance

(C',yr)o&n = C“'o&nq"

5.2 Equations for Cost Effectiveness

N+ Gy + Cog i+ Cy N+ Cy, (5.1.8)

Let 14 be the average number of trips per week day carried by the system.
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Let 1,, be the average number of trips per year. Then in most cases
lye ™ 300 14 (5.2.1)

The most basic cost effectiveness parameter is the roral cost per passenger
trip or the break-even fare. If this quantity is represented by Citr,

Citr = -CYE (5.2.2)

,’f

The cost per vehicle trip, (CItr),., is the cost per passenger trip multiplied
by p.. Then

(Citr), = (Cltr)pe (5.2.3)

The cost per passenger kilometer, Clpkm, is C/tr divided by the average
trip length <L,> in kilometers. Thus

Clpkm = -g:') (5.2.4)

To determine the influence of freight hauling in addition to passenger
hauling on the cost per passenger trip, let the number of freight trips per
year, lyro be represented by

tyr, = ety dpy (5.2.%

Thus ¢ represents the ratio of vehicle trips for freight movement 1o vehicle
trips for passenger movement. The total cost per year will be increased
because of the need to provide for freight vehicles; however, if some of the
passenger vehicles are used for freight movement in off-peak hours, the
ratio of the number of freight vehicles to the number of passenger vehicles
need not be as high as e. Let this ratio be

¢ = _Nﬁ;:— <e (5.2.6)

Then, the cost per year as a function of the number of vehicles can be
written in a form analogous to equation (5.1.6) in which N is multiplied by 1
+ ¢ and n, is increased if extra freight stations are added. As a first
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approximation, assume n, is also multiplied by 1 + ¢’. Then using equations
(5.2.3), (5.2.2), (5.2.5), (5.2.6), (5.1.6) and (5.1.5),

Chr = Chr), _  Chyr  _ Cll+e)+C,
Py p'(&;+,") fee (1 + ¢)
Pe Y
in which (5.2.7

C = (C,, + AfCy, + ch,.,)Np + Gy
Co=Cof + AfCy, + CVM.

where N, is the number of vehicles needed for passenger service. Withe' =
e, it is clear that, because of the fixed facility costs, C,, the addition of
freight movement reduces the cost per passenger trip.

Consider an example. In a well-designed exclusive guideway system,
C; = C,. If, in the most extreme case, there are as many vehicle trips for
freight movement as for passenger movement[2], e = 1. Finally, assume
that half the freight trips are of such a nature that they can be handled by
passenger vehicles in the off-peak hours. Then ¢’ = 0.5. Substituting these
three assumptions into equation (5.2.7) gives

20, [ 5
Chr = '—'L( F)

w

Thus, in this extreme case, the cost per passenger trip is reduced to 62.5
percent of its value if there is no freight movement. Freight movement is
not considered in the derivation of the following cost effectiveness
parameters, but it can be considered on the basis of the above analysis as
the need arises.

The next cost effectiveness parameter, of interest to the transit
operator, is the annual surplus, S,, where

Sa = 1, (Average fare) — (Clyr) ,  — (C/yr)y, (5.2.8)

The two components of annual cost are broken out separately for emphasis
because it is so common in contemporary transit studies to speak of a
positive surplus when the annual revenue exceeds only the operation and
maintenance costs. In capital intensive systems, (C/yr).,, exceeds (Clyr) o
often by a factor of more than two. Therefore, unless a system is under
analysis in which the capital costs have been paid, it is not appropriate to
refer only to an *‘operating surplus.”
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Another important cost effectiveness parameter is the change in cost
per trip if patronage is increased. From equation (5.2.2), this is

achr) 1 [ aChr Oy
Aty r,,,( otye - ) .29

If 1,, is increased without adding fixed facilities, but only vehicles, then,
since the vehicle fleet increases in proportion 10 &y, Clyr is of the form

Clyr = ayly + G2

where a, and a, are independent of fy,. Then

aCHr  _ _ Gz
VB

and the cost per trip decreases as patronage is added because a, is greater
than 0. If, to attract additional patronage, additional fixed facilities are
built, then the situation may be different. If patronage is attracted in
proportion to the cost of the new facilities, a; is proportional 10 f,e, and C/tr
is independent of t,,. If costs of the fixed facilities increase more rapidly
than in proportion to £, then equation (5.2.9) shows that C/tr increases as
t,, increases and these new facilitics must be defended ona basis other than
direct cost. In general, equation (5.2.9) shows that if a curve of C/yr versus
t,,is drawn, the cost per trip will decrease ast,, increases only if the slope of
the curve is less than the slope of a line from the origin of coordinates to the
point in question.

The final cost effectiveness parameter is the present value of future
savings if the system in question is built rather than if present trends are
continued. Let (CS/yr); represent the cost savings in the nth year
in the future in base year currency if the new system is built. Then

(CSIyr).l = (C/Yr)°mn4 system - (C’yr)mw YT 1y (5.2. |°)

- (C/yl‘)°w. e g

in which the cost per year of the new system is separated into the cost for
capital and the cost for operation and maintenance. The yearly cost of the
trend system and the operating and maintenance costs of the new system
increase year by year due to inflation; but, once bonds are secured, the
capital cost per year for principal and interest is fixed. If the inflation rate is
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i per year, the cost saving in the nth year in the future in nth year dollars is

(CSIyr)y = [(CIyT)irena sstem = (CIYTeu system g M1 + D"
(5.2.10
= (ClYnew systemeyy

Then, if 4 is the discount rate, the present value of the savings in the nth
year is

(CSIYT)pen = %f-i i (5.2.12)

From Equation (5.2.11), it is clear that, due to inflation, the cost savings
increases year by vear if a substantial portion of the system costis in capital
rather than in inflating costs. The cumulative present value of future
savings out to the Nth year is

N n
PV, = 3‘ %‘%’%& (5.2.13)

- Ifthe cost termsin equation (5.2, 1 1) are independent of n, the summation of
equation (5.2.13) can be wnitten in closed form using the identity

X+ 4+ 0+ L+ == Dx=-1)

Then, equation (5.2.13) becomes

PVy = [(CIY)iat sstem = (CI¥T e syssemage) =

(a) () -]

| N
= (CYThen srvtomeyy l/d[l - ( Y ) ] (5.2.19)
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Thus far, C/yr has included only the direct costs of the system. If the
indirect costs due to factors such as air and noise pollution and land
unavailable for other purposes are taken into account, as well as the direct
cost to the traveler in terms of trip time. then PV, becomes a true measure
of the present value of the new system to society. This would seem to be a
preferable measure of cost effectiveness of a new system to the more
commonly used benefit/cost ratio because it quantifies the differences
between new systems. Further usefulness of PVy lies in the observation
that, if the new system requires research and development to bring it into
practical use, it is understandable that it would be justifiable to invest a
small fraction of PV, in rescarch and development to realize the indicated
cost savings.

5.3 Cost Effectiveness of Bus Systems

For bus systems that operate on surface streets, all of the annual costs arc
approximately proportional to the number of buses. Therefore let

Clyr = Gy N (5.3.1)
in which G, is the total annualized cost of the bus system for capital
equipment, driver wages, and central facilities. In 1975, in the United
States, C,_ was approximately $50,000, of which approximately 80 percent
was driver wages.

If the minimum bus headway is given as Toun, the number of buses is
given by the following equation, analogous to equations (4.3.5):

-l
e .anTmln (5.32)

Combining equations (5.3.1), (5.3.2), (5.2.2) and (5.2.1),
Chr = (-I—SG(":‘::—YT—“; )% (5.3.3)

If the bus system is a network of lines, define the daily trip density 1, by the
equation

u=% (5.3.4)
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in which A is the area covered by bus lines. Then, substituting equations
(4.5.1) and (5.3.4) into equation (5.3.3),

- Cof 1
Chr (Wzm) w"‘— (5.3.5)

Consider a typical example of a large bus network for which g8 = 1,
VT = I mi= L6 km, and L = 0.5 mi (0.8 km). (This case corresponds,
for example, to V,, = 10 mi'h and T, = 6 minutes.) Substituting these
values and C,, = $50,000, into equation (5.3.5),

Chtr = (13.3¢) ;;g (5.3.6)

o

Equations (5.3.5) and (5.3.6) apply for values of 1, up to the point of
saturation, that is, up to the point where more trips can be handled only by
adding more buses. If the bus system is saturated, N must be determined by
equation (4.5.17) in which p, is the saturation value of the average number
of people per bus. Then, setting f, = 1 and letting

T+ <L> . <L>
V. vV

o oh<L>A
N Pe an (5.3‘7)

Substitute equation (5.3.7) into equation (5.3.1), and then equations (5.3.1),
(5.3.4) and (5.2.1) into equation (5.2.2) to give

. Cyo<L,>
Chtr = — S (5.3.8)

and the headway corresponding to p, is found by equating equations (5.3.2)
and (5,3.7), with equation (4.5.1) substituted. Thus

Tow = 07%"147 (5.3.9)
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in which it has been assumed that i, = 10t,. Assuming Cy, = $50,000, o
= 1.0, and V,, = 16 km/hr, equation (5.3.8) becomes

Chr = $1.75 == (5.3.10)

in which <L,> is in Kilometers. Equating equation (5.3.10) and (5.3.6), itis
seen that saturation of the bus system occurs when

2 Pe
s ™ 760 -Zl:s (5.3.|‘)

Equation (5.3.6) and equation (3.3. 10) for several values of Tosa» <L, and
p, are plotted in figure 5-2.

-
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1.60 L=12mi
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Figure 5-2. Total Cost per Trip of Bus Systems
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Similar analyses can be carried through for the other cost effectiveness
parameters, but for bus systems that does not seem worthwhile at this
point. Understanding of the behavior of C/tr with trip density, trip length,
minimum headway, and the saturation number of people per bus gives a
good understanding of the cost effectiveness of bus systems.

The trip density can be interpreted by noting that

Ig = My T4p (5.3.12)

in which p is the number of people per square mile, 7,is the mobility, that is,
the total number of trips per person per day, and m, is the fraction of the
number of daily trips taken by bus transit. If the bus network covers only a
portion of the metropolitan area, 7, is composed of three types of trips:

1. Trips internal to the network
2. Trips from points outside the network to points inside
3. Trips from points inside to points outside

Analysis of this kind of trip distribution pattern is deferred to the next
chapter.

5.4 Cost Effectiveness of Shuttles

In analysis of cost effectiveness of shuttles, the cost per vehicle trip is the
most appropriate parameter. Combining equations (5.2.1) through (5.2.3),

(Chr), = C’U' (5.4.1)

In the case of a simple shuttle, N = | and n, = 2. Therefore equation (5.1.6)
can be written

Clyr = C..% + C, % (5.4.2)

in which
Cong,™ Copg* 2C,, + Cy, (5.4.3)
It is convenient to express #4/p, in terms of capacity. The capacity of a

shuttle is given by equation (4.1.4) in which D, = ¥ and the velocity and
times are given in seconds. Let

Tox =1t + Vi s (5.4.9)
Uy



108

i
/nen

talp. = 10 (_-2.-'%"{’}'};) (5.4.5)

in which « is a factor between zero and one, and it is assumed that the daily
number of vehicle trips is ten times the number of peak-hour vehicle trips.
Substituting equations (5.4.2) and (5.4.5) into equation (5.4.1),
(Citr), = Goll + C, ) (1 + CF) (5.4.6)
in which
Cy = C..,.,‘T,,ISA(IO)‘a
C, = CofCony,
Cs = UV T
Thus, it is seen that the cost per vehicle trip for a shuttle is a quadratic
function of the length of the shuttle. To give the reader a feeling for the cost
per vehicle of a typical shuttle, consider the following example:

C. = Crcqt = m-m

C, = $100,000
C, = $1000/m
Cy = $50,000

Let the vehicles be amortized over &an assumed life time of fifteen years and
the fixed facilitics over forty years, allatan interest rate of 6 percent, Then,
from Appendix A, A, = 0.103, and A, = A, = A, = 0.066. Let the annual
operating and maintenance costs for the vehicle be 5 percent of the capital
cost and for the stationary equipment be 2 percent of the capital cost. Then,
from equations (5.1.2 through 5.1.5), and equation (5.4.3),

C, = $12240 G, = $86/m

C., = $8600 Gy = $4300  C, = $33.740
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Let Ty = 30 s and V, = 10 m/s. Then
Co = 0,187/« C| = 0,00255 Cg = 0.00333

Equation (5.4.6) is plotted in figure 5-3 for several values of T, and V,, and
for @ = [. Thus, once the flow per day is determined as a fraction of
capacity per day, the cost per trip may be found by dividing the values from
figure 5.3 by a. The costs used are representative only, and computations
made for specific cases should be based on manufacturer's data. The
curves terminate at the low end at the minimum length for which the
indicated line velocity is attainable at an acceleration of 1.25 m/s®. (See the
sentence below equation (2.4.6).)

5.5 Cost Effectiveness of Loop Systems

The number of occupied vehicles required in a loop system is given by table
4-2, In the present analysis, it is convenient to use the average velocity V,,,
defined for loops by the equation

<L.,>

V - S
w T I w <L, (5.3
y —-—l’"‘- 15% '1 ) 5 1
—_——— — - 30‘ /.
S3 / 2
...... 60s / 43
2
Cost per
Vehicle
per Top
v
1 L L L L .
0 200 400 600 800 1000

Shuttle Length, m

Figure 5-3. The Cost per Vehicle Trip of a Typical Shuttle (operating at
capacity 10 hours per day 300 days per year)
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in which the equations that give y and <L,> are listed in table 4-2. Then,
using the definitions given by equations (4.5.14) and (4.5.15), the total
number of vehicles is

Nw g<'p>vfi|9 (5.5.2)
Y av

in which g = 10 Dy is the assumed daily travel. Equation (5.5.2) is
applicable until the minimum headway, given by equation (4.3.6), is
reached. If 1zis increased further, training or off-line stations must be used.

Using equations (5.1.6) and the definitions that lead to it, and (5.2.1),
equation (5.2.2) becomes

Chr = —563'—‘ [C,.q,N + G (& + Upn,) + Cony + C.,,_]
(5.5.3)
in which
Co. = ACre + Cocpy* (ACus, + Cr, ) e

‘a
Cutpy = AuCety + Coton

w = ratio of cost of curved guideway to
cost of straight guideway

and the term 2/,un, is added to the guideway length to explicitly account for
off-line stations. If the stations arc on line, this term is dropped and f, = 1.
Substituting equation (5.5.2), equation (5.5.3) becomes

C o<l Gt + C.,,‘
CIT = ~50f, Vadpdad 300

+ (2(:‘."“ tcl.)"l

o 3001, (5.5.4)

in which p/q. is the average vehicle load factor.

As indicated in the derivationof C,,, C,, and, for similar reasons, C, are
very weakly correlated with vehicle capacity. Hence, the first term in
equation (5.5.4) depends on vehicle capacity directly only if vehicle size

{



influences average speed and load factor. In on-line station systems, f, = |,
but the intermediate stops lower V,, thus raising the vehicle cost compo-
nent of the cost per trip. Larger vehicles must wait longer at stations to
increase the load factor, thus reducing V,, while attempting to increase
(p/q.). If ti.2 stations are off-line, f, may reduce to about two thirds but V,,
increases substantially, for given V., due to elimination of intermediate
stops (see figure 2-4). Also, as vehicle capacity decreases, the station dwell
time required to obtain a significant daily average load factor decreases,
thus increasing both V., and p,/g.. If the service is on demand such that the
vehicle leaves the station with only one party aboard, it is apparent that the
first term in equation (5.5.4) is minimized. If the guideway is made bi-
directional by permitting flow in opposite directions either side-by-side or
above and below the guideway, the average trip length is substantially
reduced, as indicated in table 4-1, thus reducing the vehicle cost term in
equation (5.5.4).

The numerator of the third term in equation (5.5.4) increases due to
addition of off-line stations because of the addition of off-line ramps.
However, the station platform itself is generally shorter with off-line sta-
tions, thus reducing C, . Moreover, the increased average trip speed, V,,.
possible with off-line stations generally increases #0 r,. Thus, the direction
of the net change in C/tr due to addition of off-line stations requires detailed
analysis of a range of specific examples.

For a given route length, &, the second term in equation (5.5.4) depends
mainly on C,_ and ty. The guideway cost per unit length, C,, depends on
three factors:

1. The weight per unit length of the vehicles
2. The cross sectional dimensions of the guideway
3. The maximum speed

In figure 3-4, the weights per unit length of operational and developmental
transit vehicles are plotted as a function of design capacity. Lower weight
per unit length of the vehicles permits reduction in guideway weight per
unit length and hence in guideway cost. An even more effective way to
minimize guideway cost, however, is to choose the guideway cross-
sectional shape so as to minimize guideway weight per unit length, This
subject i1s discussed in chapter 10.

The influence of maximum cruising speed on guideway cost is indicated
by equation (3.6.21) which shows that, for a given guideway misalignment,
the maximum lateral jerk is proportional to the cube of the speed. Thus, for
specified maximum lateral jerk, the misalignment tolerances increase very
rapidly with speed, thus requiring a more rigid, more accurately aligned,
and hence more expensive guideway to accommodate higher speeds. In
this regard, the comparison between on-line and off-line stations is signifi-
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cant. With off-line stations, figure 2-4 shows that V,/Vy is much closer to
unity than with on-line stations. In typical cases, this ratio is in the
neighborhood of 0.6 for on-line station systems and 0.95 for off-line station
systems. Thus, for a given average speed, the maximum speed is consider-
ably lower if off-line stations are used.

Finally, the patronage term f, in the second and third terms of equation
(5.5.4) is greatest and hence the guideway cost portion of C/tr least if the
trip time is minimum, that is, if Vi, is maximum. Thus, high V,, lowers all
terms of equation (5.5.4). However, if V, is increased by increasing Vi, Gy
increases. as indicated above, and also C., increases because higher V,
requires higher motor power, approximately in proportion to V. Also, 1,
increases with Vy, as indicated by the theory of sections 3.4 and 3.5 Thus,
there is a value of V, that minimizes C/tr. Based upon detailed parametric
analysis of the cost of guideways and vehicles, and of the dependence of
patronage on V,,, the optimum value of V, can be determined in specific
cases. Determination of the optimum V; for a range of practical cases is of
fundamental importance in the cost effective design of guideway transit
systems.
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5.6 Cost Effectiveness of Line-Haul Systems

Since a line-haul system is a collapsed loop, the analysis of cost effective-
ness follows the line of argument developed in section 5.5. The headway
limitation is determined by the analysis of section 4.2 and may be different
if the end stations are reversing as shown in figure 4-8 rather than if they
permit unidirectional flow, as shown in figure 4-6. Equation (5.5.4) is used
to compute the cost per trip, in which, for line-haul systems, & is the length
of two-way lines and C,_is the annual cost per unit length of two-way lines.

In section 5.5, the terms of equation (5. 5.4) were analyzed qualitatively
to determine the variation of C/tr with various design options. Here, we will
place some numerical estimates on the parameters in each of the three
terms of equation (5.5.4). The costs assumed will be typical of several types
of line-haul systems, and the purpose of the analysis is to obtain a feeling for
the magnitudes and the ranges of variables needed to make the system
economically feasible. Much actual cost data can be obtained from the Lea
Transit Compendium([3] for specific systems of all types. However, to
avoid reference to the equipment of specific manufacturers, the numbers
assumed here must be considered representative only.

Consider the first term in equation (5.5.4), the vehicle cost per trip.
From figure 5-1, a representative value of vehicle cost per unit capacity is
about $2500 per unit capacity. Assume that the amortization factors are as
computed in section 5.4, that the annual vehicle cost for operation and
maintenance is 5 percent of the capital cost, and that the annual cost for
support facilities is 30 percent of the annual vehicle cost. Then, from the
definition below equation (5.5.3), C., = $500 per unit capacity per year.
Consider an on-line station system. Thenf, = 1 and in typical modern cases
Vye = 60 kmv'hr, Let o = 1.05. Then

<L

Cltr),. = $0.003
(CRN)enperes FY

In line-haul systems <L,.> = 8 km is representative. The number of people
per vehicle, p,, comes from equation (5.5.2) and must be representative of
rush period values, Assume pJg, = 0.2. Then

(C/tr)enseres = $0.12 (driverless vehicles)
If each vehicle has a driver, add $30,000'g. year to C,._, _. For typical train
systems, assume the vehicle design capacity is 100 pco;ﬁc per vehicle, Thus
C., = $800 and

(CItr), canies = S0.19 (driven vehicles)
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In this hypothetical case, there is a savings of 7¢ per trip by use of automatic
control if the vehicles are large. With g, = 10, the savings would have been
$0.84 — 0,12 or 72¢ per trip. Thus thercisa substantial advantage in going to
automatic control only if small vehicles are contemplated. The actual
savings is smaller than indicated if account is taken of the increased cost per
vehicle due to automatic control equipment.

While the vehicle cost term in equation (5.5.4) appears to be indepen-
dent of the patronage, I, equation (5.5.2) shows that p, declines in propor-
tion to t, with vehicles operating at a fixed rush period headway. Thus, if 14
falls below the value used to compute N, in which computation p, is
assumed to be a reasonable fraction of ge. (C/0)vensre rises because p,
falls.

In the above estimations, V,, was assumed to be 60 km/hr = 16.7 m/s.
From equation (2.4.4) or figure 2-4, such a high average speed can be
obtained only with wide station spacing and high line speed. Forexample, if
in the rush period the dwell time averages 40s, ay = 1.25 m's?, and the
station spacingis 2.4km (1.5mi), V., = 16.6m/s if V, = 30 m/s. If increased
access is desired by placing stops say on¢ half mile or 0.8 km apart, thena
V, of 30 mvs can still be achieved but this results in an average speed of only
8.73 mVs (19.6 mi/h). Thus, the values of (C/tr)enicte cOMputed above must
be multiplied by the ratio 16.68.73 = 1.9.

If the system under consideration is a street car with stops every quarter
mile or 0.4 km, the maximum achievable speed at a,, = 1.25m/s and a,/J =
| is (see equation (2.4.5)) V, = 2L.7 m/s = 48.9 mi/h. This is too high a
maximum speed for street service. Assume instead V, = 35 mi'h = 15.6
ms. Then, from the same conditions, equation (2.4.4) gives V,,, = 5.06 m/s
(11.4 mi/h). If 1 is reduced to 10 seconds, V,, = 8.14 m/s (18.3 mi'h). Thus,
in these cases, the vehicle cost per trip is increased by factors of 3,30 and
2,05, respectively.

If off-line stations are used in the same example witha trip length of five
miles, D, = 8 km in equation (2.4.4), and with @, = 1.25 m/s*, 1, = 405, and
V, = 17 mis, V,, = 15.2 m/s. Thus, the average speed is only 10 percent
below line speed. If a,, = 2.5 m/s*, assuming seated passengers, and 1, = 10
s, V,, = 16.4 m/s or only 4 percent below line speed. As indicated in section
5.5, by obtaining an average speed only slightly below the line speed, the
vehicle cost per trip can be kept low while not penalizing the guideway cost
per trip by having to design for an excessively high maximum speed.

In estimating typical levels of the second and third terms of equation
(5.5.4), it is necessary to develop a simple model for estimation of 7,. Thus,
assume a line-haul system draws patronage from an area of length ¥ + W
and width W. Then, combining equations (5.3.4) and (5.3.12),

L= My 74 pA = mrpWE + W) (5.6.1)
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In a typical case, assume W = 2 mi and & = 10 mi. In typical U.S, urban
areas, 74 is roughly three trips per person per day. Assume a nominal case in
which p = 10,000 people per sq mi and m, = 0.05. Then 1, = 36,000 trips per
day. This is typical of the trip attraction of rail rapid transit systems in the
United States(4].

For elevated rail systems C, is in the range of $10 million to $20 million
per mile. For subways, the cost rises to the range of $40 million per mile,
and for surface systems, it may be as low as $2 million per mile. Assume, as
insection 5.4, A, = 0,066 and C.M /C, = 0.02. Then, from equation (5.1.3),
C,, = 0.086 C,. For convenience in this estimation, assume C‘,O =
0.2C,,#. Then the guideway cost per trip term in equation (5.5.4) is

- C‘ug + C%
((,l‘(r),.m., - —W“

_ 0.103C,%
- Bm" (5.6.2)

Substituting for 7, from equation (5.6.1) and then the numerical parameters
listed under that equation,

(CAD)guseway = 0.095(10)°C,

Thus, if C, = $2(10)%, (C/r) gigeway = 19¢ per trip, and it is clear that even
with modest guideway cost, the component of cost per trip due to the
guideway is well above the component due to the vehicles. If a twenty-
million-dollar-per-mile guideway is used, it can be justified only if the
patronage is substantially higher. From equation (5.6.1), patronage can be
increased by increasing the mode split m,, by considering such a system
only in very high population density corridors, or by increasing the arca
coverage. Assuming V,, is already as high as practical, m, can be increased
only by improving access to the system by drawing from a larger arca.
However, many studies of rapid rail including access modes indicate that,
in most communities, a daily mode split of even 10 percent is highly
optimistic[4]). With on-line stations, attempts to increasc access and hence
m, by placing the stations close together resultin lowered V,, and hence the
sought-after increase in m, is not impressive. V,, can be kept high and m, at
a maximum only with off-lin¢ stations, and nonstop, on-demand service,
Even then, if the system only serves a narrow corridor and not an area, the
expected increase in m, is generally not impressive, From the analysis of
(C/) puptenwny it seems clear that the promise of guideway transit lics in
keeping C,under $2 million per mile and m,as high as possible by providing
minimum trip-time service.
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Consider the station contribution to cost per trip. From equations
(3.4.3) and (2.2.6), the length of an off-line ramp into off-line station is
approximately

i
I =V, [( 372‘1 ) + gi__«» {7‘] (5.6.3)

For off-line station systems, assume for the present analysis thata,, = J =
J, = 2.5m/s*, V, = 15m/s, and H = 2.5 m. Then [, = 100 m. For these
systems, also assume that u = 1.2 and C, = S2(10)* per one-way mile or
$1250 per meter. Thus C, = 0.086 (§1250) = S107.50/m and 2 Coleit =
$25.800 per year. For off-line station, small-vehicle systems, C, has been
estimated in the range of $100,000. Thus, using the same amortization
factor and ratio of capital to operating and maintenance costs as for guide-
ways, C, = $8600 per year. Thus, for off-line station systems, we estimate
the total station cost per year as

2 Gyl + C,, = 534,400 per year

But, for a two-way line-haul system, each **station™ is two one-way sta-
tions with a cost of $68,800 per year. With.# = 16 km (10 mi), we estimated
Coi + Cyy, = 0.103 C, % orwith C, = $4(10)° per two-way mile x 10 miles,
C, & + Cy, = $4.12(10)* per year, If there is one station per mile, n, = 11,
and the lota.r annual cost for stations if $68,800 (11) = $757,000 or I8 percent
of the guideway cost. If the stations are half a mile apart, their annual costin
this example is 35 percent of the guideway cost. Usually, the cost per
two-way mile of guideway is not twice the cost of one-way guideway
because of economies in placing two guideways on a single set of supports,
but in the range of 30 percent less per unit length. If this is the case, the
station cost is 26 percent and 50 percent of the guideway cost, respectively,
in the above example.

If the stations are on-line, the platforms are generally larger and the
structure larger. Costs of rail rapid transit stations are quoted in the range of
$500,000 to $1 million and higher, which exceed the cost of off-line stations
counting the off-line ramps. For this reason, and because of high guideway
cost, the so-called “‘light rail"' transit option is often considered. It is
attractive if it does not require exclusive right of way, if the track can be
conveniently laid at surface streets, and if enclosed stations are not needed.
In these cases, the components of cost due to guideways and stations
become manageable. Unfortunately, however, lower cost ways and sta-
tions usually mean interference with street traffic and hence reduced aver-
age speed, which increases the vehicle component of cost per trip.
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If the line-haul system consists of forty-passenger buses operating in
mixed traffic or on freeways, the major cost is the vehicle cost. Then, in the
above example, the driver cost term in the cost per year is in the neighbor-
hood of $30,000/40 = $750 and (C/Ar)wemeses 18 approximately 21 ¢ per trip, if
Ve = 60 kmv/hr, and rises in inverse proportion to V,,.

Again, it must be emphasized that the above calculations are represent-
ative only, and that conclusions for policy purposes should be based on
analysis of specific sitvations. By following the above analysis, however,
the reader can quickly estimate the cost per trip in specific cases. The other
cost effectiveness variables derived in section 5.2 can be computed readily
once the cost per trip and number of trips per year are known, and these
need no further elaboration here.

5.7 Cost Effectiveness of Guideway Network Systems

In section 5.3, the cost per trip of network bus systems was discussed,
Here, a similar analysis is carmied forward for network systems in which
automated vehicles run on exclusive guideways. For the analysis of net-
work systems, equation (5.5.4) is still the basis, except that an additional
term must be added to account for extra ramps at interchanges. Equation
(4.5.6) gives a formula for the number of intersections in a network system.

Figure 5-5 shows two basic types of interchanges: the multilevel in-
terchange and the Y-interchange. Both permit two perpendicular streams
10 go straight or turn through the interchange. The multilevel interchange
has the advantages that traffic streams diverge before they merge, and both

Multilevel Interchange Y«Interchange

Figure 5.5. Network Interchanges
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streams going straight through do not have to turn, It has the disadvan-
tages, however, that the through guideways have to be at different levels,
and the visual impact of guideways at one location may not be acceptable.
The Y-interchange has the advantages of being all at one level and of
minimum visual impact, but the disadvantages that the traffic streams must
merge before they diverse, thus doubling the flow on the line through the
interchange, and that the traffic on one of the lines must make unwanted
turns through the interchange. In the cost analysis the difference is that the
multilevel interchange uses four ramps and the Y-interchange two. Thus,
define an interchange factor Z, where Zis equal to 1 for Y-interchanges and
2 for multilevel interchanges. Therefore, equation (5.5.4) becomes

- 1 Ce o <L!> R
o mr[ T, Varlpla G

+ ‘l‘, Co ¥ + QC, L + Con, + 2ZLuCy ny + C.,..“

The network values for £, n,, and n; are given by equations (4.5.1, 4.5.4,
and 4.5.6), respectively; and, from figure 4-18, let

<L,.> = vA'? (5.7.2)

Using these equations and equation (5.3.4), equation (5.7.1) becomes

C,‘avA"’

|
O = 35| T Vaipdad

(QBILNC,, + 2 + ZBuC, L/L + C, /L] + Cy /A
4 - a
Ie
(5.7.3)
To give a feeling for magnitudes, consider a specific example. A typical
automated system suitable for network operation and for which cost

data[5] is available is the Cabintaxi system under development since 1970
by DEMAG Fordertechnik and Messerschmitt-Bolkow-Blohm GmbH,
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The parameters for this system are as follows:

q. = 3 o = 1.03
Coe = $1450 I = 1.2
C, = SI125/m A = 7
Ca = $55% Ver = 10m's
Car, = S180,000 i, = 9m
Z = 1 plg. = 05

In addition let the line spacing be L = 800 m. Then consider the two
network sizes depicted in figures 4-16 and 4-17. Thus, for:

Figure 4-16
AR = 3L= 2400 m
B = 4/3
v = 1.21 for two-way flow (fig. 4-18)
= 1.44 for one-way flow
Figure 4-17
A = 5L = 4000 m
B = 1.2
v = 0.99 for two-way flow (fig. 4-18)

1.21 for one-way flow

The costs given above are for two-way guideways and stations, with
vehicles running above and below the guideway. With one-way guideways
and stations, the cost of these facilities, in the Cabintaxi system, is reduced
by about 25 percent.

The quantity 10 in the first term of equation (5.7.3) is approximate and
has units of hours per day. Therefore, with V. in meters per second, the
first term must be divided by 3600 seconds per hour. The quantity fy in
equation (5.7.3) is not a true trip density because, in its definition given by
equation (5.3.4), it is divided by the arca bordered by the guideway. If,
however, I, is broken down into components, as indicated by equation
(5.3.12), it is usual to think of p as the average number of people per unit
arca within the area served by the network area. Call this area A'. Then, for
the network of figure 4-16, assume that A" = (4L)*; and for figurc 4-17, A" =
(6L), that is, A"/A = (4/3)* and (6/5), respectively. Now, to be able to
consider f, in equation (5.7.3) as a true trip density, multiply 7, by A’/A.
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With those modifications, equation (5.7.3) can be written in the form
Chr=C, + Cylly (5.7.49)

Values of C, and C; together with key geometric and performance param-
cters are given in table 5-1. In the table, it is assumed that the units of 74 are
trips per day per hectare (1 h = 10 m*, 1 5q mi = 259 h).

The performance parameters for the data of table 5-1 are plotted in
figure 5-6 as functions of trip density. The curves labelled **S™" correspond
to the network shown in figure 4-16 for a line spacing of 800 meters or one
half mile, and the curves labelled **L"" correspond to the network shown in
figure 4-17 also for a line spacing of 800 meters. Data are plotted for each of
these networks for both one-way and two-way lines.

In the upper graph of figure 5-6, the lines proportional to trip density
give the fleet size. In each network more vehicles are required if the lines
are one way because the trip length is longer in that case. In the two-way
network, half of the vehicles are on each side of the guideway.

The average headway is derived from equation (4.5.18) except that for
two-way lines, T, is doubled because half of the vehicles are on each side

Table 5-1 Geometric, Performance, and Cost Parameters for a Typical
Network System—L = 800 m, V,, = 10 m/s

AM W 3L = 24km SL = 4km

Guh;a;y RS T-:«»- ;l'ay - “OJ;:-W;y : i;o-;Va; o Onc-;b'a; B

v (fig. 4-18) 1.21 1.44 0.99 1.21
<lL,>,¢q.(5.7.2) 2.90 km 3,46 km 3,96 km 4.84 km

¥ leg. 4.5.1) 19.2 km 48 km

n, (eq. 4.5.4) 24 o0

Nit, (eq. 5.5.2) £.50 10.15 26.10 1.9
Touls (eq. 4.5,18) 465 s 1955 179 155 5

(232 %) (189 5)

fuis (eq. 4.5.19) | 7.7 people/hs 18.5 p/iwr 9.5 p'he 23.2 pthr
Si.Jie(eq. 4.5.2001 2,13 phhr 4.28 p/hr 1.92 pihr 384 phr
Tonele (€¢q. 4.5.22) | 970 min 485 min | 2766 min 1383 min

s 0.120 0.144 0.164 0.200

C,$/day-h 12.33 9.40 13.17 993
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of the guideway and the two groups of vehicles do notinteract. If, however,
the two-way network uses Y-interchanges, the average headway between
merge and diverge points is not doubled. This headway is indicated by the
dotted curves. Itis seen in figure 5-6 that the average headway is a stronger
function of provision of one-way or two-way guideways than of the size of
the network. The capacity constraint on the system is due to the minimum
headway, which is a fraction of average headway. The ratio Tyun/Tay de-
pends on the nonuniformity of demand, and the lines and stations should be
located to make this ratio as near unity as practicable. Knowledge of T,,
gives a feeling for the probable range of Tain, UL Ty must be determined
from & detailed operational simulation.

In the lower graph of figure 5-6, the lines proportional to trip density
give the average line and station flow. The upper four lines marked
“line,"" give the average line flow, and it is seen that even for the very high
trip density of 200 trips per day per hectare (51 ,800 trips per day per square
mile) the average flow is under 2000 persons per hour for two-way lines, but
in the range of 4000 persons per hour for one-way lines. The maximum
flows exceed these vilues by the ratio T/ T, as discussed above. The
average station flows can be compared with published data[6) from simula-
tions on the maximum flows obtainable. With single-platform stations,
flows of 600 to 1000 vehicles per hour are achievable according to the
simulations.

The nonstop wait time, computed from equation (4.5.22) and presented
as the family of hyperbolas in figure 5-6, is important from the viewpoint of
the type of service provided. The reader is referred to the discussions
following equation (4.5.22) for an interpretation of the meaning of Ty
Since the average trip time <L>/V,, ranges, from table 5-1, between 4.83
min and 8.07 min, it is seen from figure 5-6 that the nonstop wait time is
equal to or less than the average trip time only for densities above about 180
trips per day per hectare. The implication is that a service concept in which
the first rider to board a vehicle must wait, say, at least To. 10 sce if
another party can board going to the same stop will more than double the
fleet size needed if the vehicle leaves when the first party boards. Such
service will also substantially decrease patronage because the total tip
time is more than doubled. Thus, group riding services require many
intermediate stops, which also increase the total trip time and hence the
cost of the vehicle fleet. Group services may in some cases be of interest in
handling particularly high patronage between a pair or a small number of
points if the headway requirements cannot be satisfied with single-party
service: however, in these cases it should be determined if it would reduce
the cost per trip by splitting the line into a pair of single party service lines.

Figure 5-7 shows the total cost per trip of the Cabintaxi system as a
function of trip density. By comparing with figure 5-2 for given parameters,
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one can see under what circumstances the automated system has a lower
cost per trip than a bus system, and it is scen that the comparison is
favorable to the automated system for the higher range of trip densities,
above about forty trips per day per hectare (10,400 trips/mi®). Itis cautioned
that this comparison should not be taken too literally because of sensitivity
to parameter changes and that specific conclusions should only be drawn
from more detailed analysis of specific cases. Infigure 5-7.itis seen that the
two-way system is more expensive per trip for the large network below
about 83 trips per day per hectare, and for the small network below about
130 trips. The two-way system is cheaper at high trip density because fewer
vehicles are required and the vehicle cost term becomes more dominant as
trip density increases. The larger network has higher cost per trip because
the average trips are longer. Note that below 40 trips per day per hectare the
estimated costs are very sensitive 1o errors in estimation of patronage.

At the bottom of figure 5-7, the modal split to the transit system is
plotted as a function of trip density in accordance with equation (5.3.12). In
this equation, the term p is to be interpreted not as the residential popula-
tion density but as the number of people per hectare who live, or work, or
shop, or seek recreation within the area of the transit network. If the
network is placed in an area of major activity within the urban arca, the
latter density exceeds the residential population density by a large factor;
however, if the network covers an entire city, the two average densities are
roughly the same. Thus, it can be appreciated that, as the network grows,
the cost per trip must increase if the modal split remains constant. How-
ever, a larger network puts more destinations within reach and can there-
fore be expected to increase the modal split, thus reducing the cost per trip.
The plot of mode split versus trip density is made for the specific case of a
mobility of three trips per person per day. This is representative of cities
like Denver and Minneapolis, but, in cases in which a different value is
more appropriate, the plot can be adjusted accordingly. The mode split in
figure 5-7 includes trips totally within the network area as well as trips part
within and part without. These mode splits will of course gencrally differ,
and the differences must be taken into account in more detailed analysis.

A cost per trip in the range of thirty cents requires a trip density of eighty
trips per day per hectare. With 74 = 3 and m, = 30 percent, Citr = 30¢
requires p = 89 people per hectare or 23,000 people per square mile. This is
a low density for an active central business district, but m, = 30 percent is
well above that obtained by conventional distribution systems. Thus, to
make the guideway system feasible, some auto-restrictive policies in the
network area may be needed, If the network is used for freight movement,
the cost per passenger trip may be reduced up to about 25 percent, as
indicated in the discussion of equation (5.2.7).

The cost per passenger-kilometer, as defined by equation (5.2.4), is
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plotted in figure 5-8, based on the data of table 5-1. Note that there is a small
economy of scale in this parameter, and that the one-way system is some-
what lower in cost per passenger-kilometer for all trip densities; whereas, if
the comparison of costs is based on the trip, the one-way system is cheaper
at low trip density but more expensive at high trip density. Again, at low
trip density, the economic analysis is extremely sensitive to errors in
estimation of patronage.

For network systems, it is worthwhile to consider the cost effectiveness
parameter, PV, given by equation (5.2.13). Let the trend system in equa-
tion (5.2.10) be the auto system and assume the auto cost per vehicle-
kilometer is in the range of 9¢ to 15¢ (15¢ to 25¢ per vehicle mile). Assume
also that the average trip length is the same by both modes, Then

(C1yThoeat syem = 3000 “E (C/veheKM) s (5.7.9)

in which 1, = 740A" is the total number of trips per day. Assume the new
system is part auto and part automated network, and that the mode split to
the automated system is m,. Then

(Clyhew symmeem = 30014 <L,> [(C/veh-km)yg (1= m)ip,

(5.7.6)
+ (Clpass- km)y.m,]

Substituting equations (5.7.5) and (5.7.6) into equation (5.2.10),

(CS/yr); = 300 L, A'<L;> pL (Civeh-km),u, -(Cfpass-km)...«] (5.7.7)
» .

in which 1y = mggp.

In this simple example, assume the system is all built at once and then
that (CS/yr); is the same each year. The sum in equation (5.2.13) can then
be written in the following closed form:

. (CSiyn) _ 1
PVy= PR |y - _—‘.7,-] (5.7.8)
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For illustrative purposes, consider the specific example in which the dis-
count rate d exceeds the inflation rate / by 2 percent, and N = 20 years.
Then equation (5.7.8) becomes

PVy = 16.4(CS/yr); (5.7.9)

Economists do not agree on the most appropriate value for d — i, therefore
a range of values must be used and the results compared. In figure 5-9, the
present value of future savings over a period of 20 years is plotted for the 4
x 4 kilometer network of figure 4-17 for p, = 1.5, for a range of auto costs,
and for the range of trip densities for which PV is positive. It is interesting
to note by companing with figurc 5-8 that the present value is negative in the
range below 40 trips per day per hectare in which the cost curves rise
steeply. Itisalso noted, from figure 5-8, that the present value would be less
for the smaller network. A trip density of 40 trips per day per hectare
corresponds at m, = 0.30 to a density of 45 persons per hectare or 11,500
persons per square mile, or at m, = 0,50 to a density of 27 persons per
hectare or 6900 persons per square mile, Thus, for a wide range of existing
urban densities, the automated system looks attractive from the standpoint
of direct cost savings if mode splits in the indicated range are achievable.
To achieve mode splits in this range, however, may require the imposition
of policy restrictions on auto use such as high parking fees and narrowing of
streets, by converting them partly or wholly into malls.

In a real situation, it would be desirable to build the network and put it
into service stage by stage, Then, in the present value calculation, (CS/yr)y
changes from year to year and equation (5.2.12) must be used directly. Such
a calculation is carried out in the author’s paper in Personal Rapid Transit
111 for an exponential urban density model[ 1].

5.8 Summary

In this chapter, basic system cost equations are first derived applicable to
any transit system, Then a family of cost effectiveness parameters are
developed. The most fundamental of these is the total cost per trip, mean-
ing the annualized capital cost plus annual operating and maintenance costs
divided by the annual patronage. This parameter directly indicates the
percentage of subsidy required for a given fare, and, if it is in a good range,
the other parameters are usually satisfactory also. However, for a variety
of purposes, other cost effectiveness parameters are denived. These are
discussed as follows:

1. The cost per vehicle trip. This is of interest in comparing certain
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systems, but is not a parameter of fundamental importance in the eco-
nomics of transit systems,

2. The cost per passenger kilometer, which is of interest in comparing
transit systems with the automobile, and is Wvemest fundamental economic
unit of transit performance. -~

3. The cost per passenger trip if freight is hauled on the transit system.
If freight is hauled, more vehicles and more stations are needed, thus
increasing the cost, but more revenue is generated, thus reducing the cost.
Equation (5.2.7) includes both of these effects and shows, by the example
given, that the potential for reduction of passenger cost per trip if freight is
hauled is about 35 percent,

4. The annual surplus, which is of obvious interest to transit agencies,
and to legislative bodies responsible for taxes to support the system if the
surplus is negative, which is usually the case.

S. The added cost per trip required to attract one additional passenger
per year. This marginal-cost parameter shows the point at which further
cxpansion of the transit system cannot be justified on a direct economic
basis. If all indirect costs are included with the direct costs, it is a true
indication of the point at which to stop expansion.

6. The present value of future savings if the system is built. This
parameter is developed by estimating the total transportation cost per year
in each future year, say twenty years in the future, in the area in which a
new transit system is to be deployed or extended, and is determined first
without the new system and then with it, If the difference between these
quantities is positive in a particular year, there is a cost savings in that year
if the new system is built. If the savings in each future year is discounted to
the present time and summed, the result is an indication of the size of
research and development effort that can be mounted to bring the new
system into being. If the costincludes all indirect as well as direct costs, and
the accumulated present value is not strongly positive, the new system
cannot be justified. This is a much stronger indication of the importance of
the project to society than the more commonly used benefit/cost (b/c) ratio,
which is too subjective in application. To use the b/¢ ratio, one must make a
subjective judgment as to how far above unity it should be to justify the
project, and it provides no quantitative information about costs.

In use of any of the cost effectiveness indicators, it is the responsibility
of the analyst to compute a range of these indicators as a function of each of
the variables to give the policy maker a sound basis for decision and a
knowledge of the consequences of error.

In the third part of this chapter, the cost effectiveness equations are
applied to each of the four basic types of transit systems listed in table 4-5.
Network bus systems are discussed first. The cost per trip is given by
equation (5.3.5) in terms of the scheduled headway and the trip density.
But, as the trip density increases, a point will be reached at which the bus
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capacity is inadequate for the given headway. To increase patronage
further, the headway must be reduced or lines must be placed closer
together, in either case adding more buses in proportion to the added
patronage. In this case, the cost per trip is independent of patronage and is
given by equation (5.3.8) in terms of the saturation value of bus occupancy,
that is, the maximum number of people the bus system can handle divided
by the number of buses. Thus, the saturation value is well below the
saturation occupancy of a given bus. For a typical case, the cost per trip of
network bus systems is plotted in figure 5-2. The horizontal lines indicate
the minimum cost per trip at saturation. The steeply rising curves, away
from saturation, depict the situation of contemporary bus systems. As the
population density has decreased, the trip density has decreased more than
in proportion because lower density means longer service intervals at a
given cost, and hence greater attractiveness of the automobile. Steeply
rising cost per trip curves means rapidly increasing deficits, which lead to

. reduced service in terms of the number of buses orincreased fares, either of
which reduces patronage further.

Next, the cost effectiveness of shutties is considered. Equation (5.4.6)
shows that the cost per vehicle trip of a shuttle is a quadratically increasing
function of the length of the shuttle. Thus, while relatively short shuttles
have found practical applications, longer ones quickly become prohibi-
tively expensive. Figure 5.3 shows a family of typical cases.

The cost per trip of loop systems is given by equation (5.5.4). Below it
the variation of cost per trip with its parameters is discussed. A point
worthy of emphasis is that, based on the data of figure 5-1, the capital cost
of a vehicle per unit capacity is independent of vehicle capacity. Therefore
the portion of the cost per trip due to vehicle capital cost is not a function of
vehicle size but only of load factor, that is, relative occupancy. In most
cases, the guideway cost term dominates. It is shown in chapter 10 that in
urban applications the required guideway mass per unit length is propor-
tional to the vehicle mass per unit length. Figure 5-4 shows that the mass
per unit length of transit vehicles increases rapidly with vehicle capacity,
indicating that minimum guideway size and hence cost is obtained with
minimum vehicle size.

In section 5.6, equation (5.5.4) is applied to the analysis of the cost per
trip components for line-haul systems. Typical numerical values of the
various parameters are used to give the reader a feeling for the relative
importance of vehicle, guideway, and station terms. It is shown that the
unit cost of guideways must be very low compared to contemporary values
if the guideway term is to reduce to the neighborhood of the other two
terms. It is also shown that the introduction of automation is a significant
factor in reduction of system cost only if the size of the vehicles is substan-
tially reduced from current practice.

Finally, in section 5.7, the cost per trip equation is modified for use in



130

analysis of the cost effectiveness of network systems. The result is equa-
tion (5.7.3). As a specific example, performance and cost effectiveness
curves are developed for the case of a specific network system for which
cost data is available. The basic performance parameters are shown in
figure 5-6, and the cost effectiveness is shown by means of figures 5-7, 5-8
and 5-9. Note in particular that the nonstop wait time is, in almost all cases,
too long to make it practical to have vehicles wait for a second party if the
trip is to be nonstop. The cost per trip curves of figure 5-7 should be
compared with the corresponding curves for bus systems, figure 5-2, Tt is
seen that at high trip densities, the guideway system is cheaper. Note that,
with the bottom chart relating trip density to mode split, figure 5-7 shows
the range of parameters for which the guideway system is an economically
justifiable alternative, and that in many cases the implication is that some
form of auto-restriction policy is necded if the guideway system is to be
economical. Figure 5-8 shows an economy of scale in going to large net-
works if the trip density does not decrease too much as the network size
increases, and that the one-way line system gives a significantly lower cost
per trip than the two-way line system. Finally, figure 5-9 shows how high
the trip density must be if construction of the system is to be justified ona
direct economic basis in comparison to an automobile system. Note from
figures 5-7 and 5-8 that in the region of trip density in which the system is
expensive, the cost per trip is very sensitive (o errors in computing patron-
age; however, if the trip density is above about forty trips per hectare, the
system is quite economical and insensitive to errors in computing patron-

age.

Problems

I. Municipal bonds at 4 percent interest are used to finance a public
investment of $120,000,000 which has an estimated useful life of 40
vears. What is the annual cost for capital and interest?

. A city of 200,000 people with an average population density of 8000
people per square mile desires to install a network of scheduled bus
lines using 60 passenger buses. The average line spacing for the net-
work is 0.75 mi. It is determined that the average bus speed will be 11
mi/hr and that the average load factor can be no higher over the whole
city than 25 percent. The average trip length can be taken as 40 percent
of the square root of the area of the city, The cost parameters are those
given in the text. It is proposed that a fare of 30§ per trip be charged.
Assume the mode split is 1.2 times the fraction of the area of the city
that can be reached from an arbitrary point in the city without transfer-
ring, assuming that people will walk up to 0.25 mi from a bus line.

1
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a. Write an equation for the modal split in terms of the area of the city
(see section 6.8), and compute it for the given case.
b. Compute the total number of trips per day usmg parameters
suggested in the text, </ L .l e,
c. Compute the required number of buscs nf the transit authority
choses to base the number on the average flow in the busiest hour,
d. Compute the headway in minutes needed to achieve the computed
patronage.
Compute the cost per trip and the annual surplus per resident.
If the area of the city increases by 2 times and 5 times, what is the
“ surplus per resident if the headway and’ JEnsnty remain the same?
If the bus speed decreases by 30 peuenl due to increased street
congestion, how does the annual surplus per resident change from
that computed in e?

®m ' ™o
.. .

3. It is proposed to establish a line-haul commuter service between a
major urban center and a satellite city 100 km away. Discuss the
economics of this proposal in terms of the amount of travel needed to
make it pay, the size satellite city implied, and the guideway cost. Use
cost data discussed in the text.

References

I. J. Edward Anderson, ''The Development of a Model For Analysis of
the Cost Effectiveness of Alternative Transit Systems,”” Personal Rapid
Transit I, Audio Visual Library Services, University of Minnesota, Min-
neapolis, Minn., 1976.

2. J. Edward Anderson, **An Overview of the Field of Personal Rapid
Transit,”” Personal Rapid Transit II, Audio Visual Library Services, Uni-
versity of Minnesota, Minn., Minn., 1974, p. 4.

3. Lea Transit Compendium, N.D. Lea Transportation Research Cor-
poration, Huntsville, Ala., 1975,

4. A M. Hamer, The Selling of Rail Rapid Transit, Lexington Books,
D. C. Heath and Company, Lexington, Mass., 1976.

S. Nutzen-Kosten-Analyse fur das Cabintaxi, Text band, Wibera
Wirtschaftsberatung Aktiengesellschaft fur das Bundesminister fur
Forschung und Technologie, 15 July 1975.

6. Personal Rapid Transit II, op cit., pp. 439-478.



Patronage Analysis

In chapter S, patronage was treated as a parameter in the cost effectiveness
analysis. Such a procedure is useful for two reasons: (1) it separates the
problem of analysis and discussion of cost effectiveness from the complex
and controversial problem of determination of the patronage by treating
patronage as a parameter; (2) it gives the systems analyst a good feeling for
the range of patronage needed to recommend proceeding with detailed
planning and design of a proposed system, for the variation of cost effec-
tiveness with patronage, and for the accuracy with which patronage must
be determined in specific cases; and (3) it enables the system analyst to
explain the cost effectiveness behavior of the syvstem to cognizant
decision-making bodies with patronage viewed as a policy variable, which
indeed it is in many cases.

In the state of transit development at the time of this writing, many
engineers choose simply to ignore the problem of determining the patron-
age, and usually implicitly, to have faith that their system design will attract
sufficient patronage to make it worthwhile. In the author’s opinion, this
attitude is at the root of most of the intense controversy over various transit
options.

Patronage analysis is behavioral analysis, and is outside the range of
knowledge and experience of most engineers. But the transit systems
engineer simply must understand something of the technique of patronage
estimation, and in planning the development of new systems he must
understand the various behavioral factors that will influence people either
to ride or not to ride his system.

The details of patronage analysis are very complex and are best left to
specialists; however, the systems analyst must be able at least to make
rough estimates to satisfy himself that the detailed calculations are reason-
able. A good overview of the techniques of patronage analysis is given by
Hutchinson{1]. References [1 through 8] will give the interested reader a
good grasp of the problem of patronage analysis or demand estimation. In
the design of new conventional systems for which operating experience can
be used to calibrate the patronage models, the theory has been found to
yicld good results; however, in the planning and design of new transit
systems thought to be able to increase patronage markedly, the extrapola-
tion of existing models is nisky and imprecise at best, Nonetheless, if
progress is to be made toward solution of pressing transport problems, the
problem must be treated in a variety of ways. Construction and operation of

133



134

new systems in urban areas is of course the only acceptable final proof, but
it is probable that much useful information can be obtained by carefully
designed behavioral experiments and observations of human behavior in
analogous situations, by analysis of all the steps the patron must take in
making a trip on the new system, and by use of opinion surveys. An
annotated bibliography of the literature is given in reference[9].

This chapter is intended as a first exposure to the problems of patronage
analysis for new systems for which no operational experience is available,
The material presented will assist the systems analyst to make rough
preliminary estimates; however, again he should be cautioned to consult
experts when making detailed estimates upon the basis of which decisions
to invest funds are to be made.

6.1 Relationship between Yearly, Daily, and
Peak-Hour Patronage

Three patronage parameters appear in chapter 5: the number of trips per
year, per work day, and per peak hour. The first is the parameter of
significance in determination of cost effectiveness and the third is needed
for the estimation of capacity requirements. The second is a convenient
intermediary value. In chapter 5 the following assumptions were made:

Trips per year = 300 x Trips per work day
Trips per work day = 10 x Trips per peak hour.

Since there are about 254 week days per year not counting holidays, the
factor of 300 tacitly assumes that the traffic on an average one of the L1l
weekend days or holidays is 46/111 or 41 percent of the traffic on a typical
week day. The number 300 is close to that assumed by many consultants
(some use 299 which looks more precise, but probably is not), but to
determine it precisely would require far more extensive traffic surveys than
usually can be afforded. In planning new systems in certain institutions, the
factor of 300 may not be appropriate. For example, hospitals experience a
more uniform traffic flow, and universities usually operate on fewer than
254 regular school days per year.

The ratio of daily to peak hour travel can be determined from graphs of
traffic volume as a function of time of day. Such graphs are given by Meyer,
Kain, and Wohl[ 10] for city-wide travel, The data presented shows that the
factor of ten assumed in chapter § is ‘fo‘ for auto drivers, but or
conventional transit. One may assume that the ratio for a new automated
system may lic in between; however, that depends on the use of the system.
If it is a line-haul system, primarily used to take people between home and
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work, the ratio may be closer to seven or eight. But if the system is a
collector-distributor used more uniformly throughout the day, the ratio of
daily to peak-hour travel may be higher than ten.

Asindicated in chapter 5, the ratio of daily 10 peak-hour travel is used to
estimate capacity requirements. Therefore, the value used is 10 some
extent a matter of policy because it determines how much effort is to be
expended to stagger the use of the system in rush periods.

6.2 Mobility

Equation (5.3.12) gives the trip density as a product of three terms: the
modal split to transit, discussed in section 6.6; the daytime density of
people in the service arca of the transit system; and the factor r, called the
mobility. The mobility is the number of trips per person per day, or some
multiple of it. Zahavi, in reference| 11], defines mobility as the number of
trips per day per 100 residents. In table 6-1, his data is retabulated per
resident. The table shows that =, varies from 1.65 in the high density area
around New York City to 3.18 in Oklahoma City. The population weighted
average value for three intermediate cities, Baltimore, Cincinnati, and
Washington, is 1.99, and for the remaining smaller cities is 2.45. Thus,
mobility is correlated with city size and density. Zahavi also shows that
mobility increases with average trip speed in such a way that the most
ncarly constant parameter is the daily travel time budget. In other words, if
the average speed of travel reduces, the average person takes fewer er trips,
that is. the mobtln) declines;

Table 6-1 Mobility in Various Cities
(Moblhty = 74 = rips pcr resident per day)

Pulaski 309

Tri-State 1. 65 .Spnngf;kl 217

Baltimore 1.n Salt Lake Cuy 2.48 South Bend BN
Cincinnati 2.17 Ovlando 2.58 Columbia 279
Kansas City 2.00 St. Petersburg 2,17 Monroe 299
Indianapolis 2.14 Peoria 3,03 Fort Smith 226
S. E. Virginéa 2,25 Baton Rouge 2,51 Rapid City 249
Othhoma City 3, IS l\noxville 249 Washington 207

Source rcfcrcncc [iny.

or if the average speed of travel increases the mobility increases. The
conclusion is that the estimate of patronage on a new automated system
should not be based on the same center city mobility that exists prior to its
installation but on a mobility adjusted according to the average speed
provided by the new system compared with the average speed of travel
prior to its construction, Thus, the assumption of a mobility of three trips
per person per day, used in figure 5-7, is felt to be justified as a basis for
preliminary estimates.
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6.3 Required Precision of Patronage Estimates

Before spending a great deal of time estimating a difficult variable, it is
important to estimate how accurately the variable must be known. Suchan
estimate can be obtained for the patronage variable by examining of cost
per trip versus trip density, such as shown in figures 5-2, 5-7, and 5-8; or
curves of present value versus trip density such as shown in figure 5-9.1tis
interesting to note from figures 5-7, 5-8, and 5-2 that, in the region of trip
densities in which the system is cost effective in comparison with the bus or
auto system, the cost per trip varies slowly with trip density; whereas inthe
low trip density region where the system is not comparatively cost effec-
tive, the cost per trip is very sensitive to changes in the estimate of trip
density. For the automated network system assumed in figures 5-7, 58,
5.9, the transition occurs at about forty trips per day per hectare, and for the
bus system of figure 5-2, the transition occurs at about twenty trips per day
per hectare,

The meaning of the transition at forty trips in regard to the conditions in
which it can occur is elucidated in figure 6-1, in which cquation 5.3.12 is

4001\ iy =migp -1100
=~ 40 trips per day per hectare
Ty ™ maobility, trips per person per day

<475 2
. &
2 &
150 8
& H
§ s
: i
3
-125 £

0 I 1 ! 1 0

0 0.2 04 06 08 10

Mode Split to Transit, m,

Figure 6-1. The Population Density Required to Achieve 7y = 40 Trips per
Day per Hectare
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plotted for , = 40 trips per day per hectare, for three values of the mobility
factor 74. Based on the discussion of section 6,2, it is reasonable 1o assume
that the mobility lies within the range of the curves plotted. Then, the
curves give the daytime population density in the transit service area
required as a function of mode split to achieve a trip density of forty trips
per day per hectare. It is seen that the required population density rises
very rapidly after the mode split falls below about 20 percent.

The analyst can examine data on daytime population density indepen-
dently to determine if, with reasonable mode splits, the system can be close
to the range of cost effectiveness. If the judgment can be made that the
mode split cannot be high enough for cost effectiveness, then the project
can be abandoned without going through the expensive procedure of
accurate mode split estimation. If the system is in the cost effective range,
then fortunately the computation of patronage need not be precise for the
economic analysis. It must of course be accurate enough to determine if
capacity limitations will be approached.

In some cases, previous experience will indicate that with free competi-
tion from the automobile, the system cannot be cost effective, A policy
decision can then be made in regard to the imposition of auto disincentives
such a high parking fees to increase the transit mode split. However, as
Zahavi points out, one must not assume that raising the mode split will
automatically raise the transit trip density; because, if the transit system is
too slow, auto disincentives may reduce mobility by a greater factor than
the mode split to transit is raised. On the other hand, if the new automated
mode has speed and service characteristics superior to the auto in the
downtown situation, auto disincentives may not be necessary to attract an
adequate mode split.

6.4 Trip Generation

The first step in patronage analysis is to estimate the total number of trips
that could be served by the proposed transit system. In chapter 5, total trip
density was defined as the product of the mobility and the density of people
who live, work, shop, and seek recreation in the area served by the
automated system. If the automated system is to serve a major activity
center, this total person density can be many times the resident population
density. The total travel is then the product of person density, mobility with
the new system in place® and a suitably defined transit service area, The
transit-service area includes at least the area within walking distance of
stations, typically considered to be a quarter of a mile (0.4 km). This is

*Here the mobility is the ratio of the total number of trips within the transit service arca 10 the
daytime population of that area, and may bear no relationship 10 the values in table 6-1.
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because data on bus travel indicates that only a very small fraction of bus
trips either originate or teriminate more than this distance from bus stops.
At an average walk speed of 2 mi/hr (3.2 km/h) a quarter of a mile is a
&feen-minute walk[12].

If the transit service area is taken to be a larger area, then it is a mul-
timodal area and can be treated as such. If the patronage is based on the
total daytime person density in the transit service area, then account is
already taken of the fact that the people upon which the patronage estimate
is 10 be based have somechow arrived within the transit service area. If they
take the transit system under consideration, they are making a multimodal
trip, at least for their trips into and out of the transit service area. This kind
of trip is discussed in the following section. If the transit system is antici-
pated to use a feeder mode regularly and if it is region wide, then a
secondary service arca around each station should be defined consisting of
the area beyond walking distance but within a distance from which trips can
reasonably be expected to be drawn.

The outer boundary of the secondary service area is of course not
sharply defined, but an indication can be obtained from data on specific
operating systems. In the case of BART, data taken in 1975 showed that of
all the people that ride the system, 26 percent arrive at the stations by foot,
and 16 percent by bus. All but 2 percent of the remainder arrive by auto. On
the other hand, of all of the people that leave BART stations, 68 percent
walk to their destinations and 26 percent leave by bus. Thus, the effective
service area of the destination station is substantially smaller than that of
the origin station. In reference(13], Figure 1 (reproduced in this book as
figure 6-2), access mode split curves are shown which are calibrated based
on BART data. They show that very little bus patronage comes from
beyond about 5 km (3 mi) of a station, and that the bus mode split is
maximum at about 1.6 km (1 mi) from the stations. It can be argued that
these data may not be representative because the schedules of bus service
10 BART stations are in nced of improvement. Substantial improvements
would, however, be expensive and, in the face of the need to improve
BART patronage, have not been implemented. The curves of Figure 3,
reference[13], show how the transit, auto driver and auto passenger mode
split varies with the size of the access and egress transit service areas. If,
for example, the mode split is computed for all trips in which both the origin
and the destination are within 1 km (0.6 mi) of a transit station, only 9
percent of the trips can be expected to use transit with the assumptions
made. Thus, Figure 3 shows how the transit mode split decreases as the size
of the service arcas increasc.

The purpose of the preceding discussion was to indicate that the con-
cept of a transit service area is useful in roughly estimating the potential
transit patronage if account is taken of the fact that the mode split decreasces
if the service area around each station increases. Figure 4 of reference(13]
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gives further insight into this phenomenon (reproduced here as figure 6-3).
Here the transit mode splitis plotted asa functionof the inverse of the service
area around each station,and it is shown that for service areas larger than
that corresponding to the walking service area, the mode split is inversely
proportionaltothe service arcaaround each station. Thus, if A, is considered
to be the area around each station from which trips are drawn, and n, is the
total number of stations, the total transit service areais A, = A,n,. The mode
split is approximately of the form m, = k/A,, in which k is independent of A,.
Then the total number of trips per day attracted to the transit system is

tg = mapAn, = krgon,

Thus, the total patronage depends approximately on the number of stations
and the mean population density at the stations, and not on the size chosen
for the service area.

It is seen that the discussion of trip generation could not be divorced
from a discussion of mode split, and that the problem of selecting the area
from which transit trips are generated is secondary to the problem of
determining the mode split for one particular service area.

6.5 Trip Distribution

The trip distribution is a matrix of origins and destinations of all trips,
usually tabulated in terms of traffic assignment zones. Ina macrosense, the
trip distribution is needed in the analysis of a limited area automated transit
system because the mode split may be different for trips with only one end
in the transit service area, than for those with both ends so located. Thus, in
general, the total number of trips on the transit system can be written

Total lrips = Myl + Myl

in which m, is the mode split for the #,; internal trips, and n1,, is the mode
split for the 7, trips which have onc end outside the service area. Unless
there is an auto disincentive within A,,, it is likely that the inconvenience of
transferring between modes will cause 71, to be considerably less than my,.

In a microsense, the trip distribution is the distribution to and from
specific stations in the transit system. This distribution is needed to deter-
mine if capacity limitations are a problem at any of the station locations, or
on any of the links. If this is the case, capacity may be increased by
rerouting, or stations may have to be enlarged, or more stations and links
may have to be added.

The full theory of trip distribution analysis is complex and extensive,

- v
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and in any detailed analysis experts should be consulted. A good review of
the methodology is provided by Hutchinson[1].

6.6 Mode Split Analysis—A Probability Argument

Anderson| 13] has introduced the argument that the mode split to a transit
system is proportional to the product of two probabilities: (1) the probabil-
ity that the origin of the trip is within a reasonable distance of a station of the
transit system; and (2) the probability that the destination is within a
reasonable distance of a transit station. ‘*Reasonable distance™ does not
necessarily mean walking distance, butitis the distance relative to the total
length of the trip that will cause the traveler to feel it is worthwhile in
comparison to an auto trip o go to a station by some means (auto, bus,
walking), wait for and ride the major transit system, and then go to the
destination by foot or by feeder bus, A reasonable distance will generally be
small with respect to the length of the trip and less than the station spacing,
otherwise the traveler will take a more direct route. Thus, if the average trip
lengthis say, ten miles, it seems reasonable that the *‘reasonable distance”
will not be more than one or two miles.

Each of the above probabilities is the total number of trip ends within
reasonable distance of a station divided by the total number of trip ends in
the urbanized arca. If the tri cnd density is uniform, then each of the above
probabilities is simply the station density, and it follows that the mode split
is proportional to station density squared. With home-based trips. if the
residential density is substantially uniform and the non-home ends of the
trips are all concentrated at stations through judicious sclection of station
locations and concentrated development of work-shop-recreation loca-
tions, then the non-home trip end probability is unity and the modal split is
proportional to the first power of station density. In the extreme of concen-
trated development of housing and other structures, both probabilities are
unity and the mode split is maximum. For an automated system ina central
business district in which the concentration of activity is relatively uni-
form, it would be expected that the mode split to the system will be
proportional to the station density squared. For an entire urban area, a
reasonable first approximation is that mode split is proportional to the first
power of stauon density. Equation (4.5.5) shows that station density is
pmpomonal to L%, where L is the line spacing. With this asqumpnon.
equauon (5.7.3) shows that for network systems, the cost per trip is a
linearly increasing function of line spacmg

The above argument is useful to give a feclmg for the gross behavior of
mode split of network systems with line spacing, but it seems legitimate to
apply it for gross estimates only for cases in which the behavioral attributes
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of the two modes compared are nearly the same. If significant differences
exist in average speed, waiting time, availability, cost, physical or
psychological comfort, or the like, the probability argument cannot be
expected to be useful. These additional attributes form the subject of
section 6.8,

6.7 Mode Split Analysis—The Logit Model

Experience has shown that the logit model for determination of choice
between two or more alternatives is, at least in the transit mode choice
situation, more satisfactory than other models[1]. The logit model is there-
fore gaining popularity in practical applications. It has the advantage that it
is not ad hoc, but ¢an be derived from fundamental considerations. It canbe
calibrated based on experience in such a way that it has been used success-
fully for predictions of mode split in some cases. The reader will appreciate
the model, its strengths and limitations, and the discussion of section 6.8 on
factors that influence patronage much better after having studied the fol-
lowing derivation of the logit model.

Let m be the mode split to the subject transit mode, that is, the fraction
of the total number of trips taken by the subject mode. The mode split misa
function of various attributes x,, Xs, ..., X;, Which are perceived by the
individual traveler to a greater or lesser extent in all modes. For some
modes, a specific attribute may be insignificant. For convenience and
consistency, let each of the x; be chosen in such a way that » is a monotone,
continuous, decreasing function of x; for all i. By definition, the function
m(x,, Xz, ..., Xg) is bounded between zero and one, and by choice of the
meaning of each attribute,

M o for all i
a.'l"

Then, the following postulates lead to the logit model:

1. The attributes can be treated as independent variables, that is, it is
possible to vary only one of them while holding all others constant.

2. The mode split m(x,, xs, ..., x,) does not reach 0 or 1 for any finite
value of any of the x;, that is, m approaches 0 only as x, approaches +=, and
m approaches 1 only as x, approaches —=, for all /.

Becausc of postulate 1, it is possible to consider the function m(x),
where x is any of the ¢ attributes. Consider m(x) in the neighborhood of a
value of x = x, for which m(x,) is much less than 1. Then, because of
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postulate 2, an increase in x to x; + dx causes dm to decrease but never to
become negative. Therefore dm must be of the form

dm = —a,fim)dx (a)

in which a, is a positive constant; fim) is a monotone, increasing, continu-
ous function for which fim) >0 for m > 0; and f{0) = 0. Then, fim) can be
expanded into a series of the form®

fim) = m"(1 + e;m + e + ..
= m" (b)

for very small values of m. If ¥ # 1, equation (a) ¢can be integrated into the
following form for 0 < m, < m << .

ax = x) = = r m*dm = - __l—v (m'™ — mj™)

- 1
from which
m = [mi™ =(1 = v (x = x)]""

There is always a finite value of x = x,(v) for which the term in brackets
vanishes. Thus, if ¥ < 1, m(x;) vanishes; and if v > 1, m(xy) = =. Neither of
these forms is admissible according to postulate 2. Therefore » = | and
equation (a) becomes

dm = —a,m dx m << | (c)

which satisfies postulate 2 for all dx for which «, dx < 1.

It is useful to note that equation (¢) makes sense from the behavioral
viewpoint: If £, is the number of transit trips, and f; is the total number of
trips,

m = ',\”'
*By permitting the constant » 1o 1ake any value, fim) can approach zero with any slope froem

zero o infinity, The coefficient of the first term in the power series expansion can be taken
equal 10 unity because fim) is multiplied by an arbitrary constant in equation (a).



144

For 1, << ty, Iy is affected very little by changes in f. Therefore

- g‘!_ - .' dt'_ EN g'L
dm 2 'ﬂ

T Iy

Therefore, equation (¢) becomes

‘L"-—a,dx

I

This equation states that, if , is much less than fy, a given change in
attribute x causes a certain percentage change in 7, regardless of the size of
1,, that is, the portion of people who change their travel modes as a result of
the change dx is proportional to the number of people who use the transit
mode before the change dx. This is exactly what is to be expected if people
make their decisions based on self interest and independent of one another.
For values of x for which 1 — m(x) is much less than 1, exactly the same
line of reasoning that led to equation (c) can be applied, and the resuit is

d(1 — m) = +ay(l — m)dx 1-m<<1 ay, = 0
or
dm = —a(l — m)dx (d)

But, since in equation (d) m = 1, it may be approximated by
dm = =asm(l — m)dx (e)
Similarly, since 1 — m = | in equation (c), it may be approximated by
dm = —am(l — m)dx (f

Equations (¢) and (f) satisfy the postulates both near m = 0 and nearm = 1,
and lead to the same curve only if a, = @, = a. Thus the differential
equation of the modal choice curve is

dm  _ dm dm _ _
m =y m T Tem e ®
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which integrates to

ln(l-;’"!»)-ax+-y (h)

in which y is a constant of integration. Solving for m, equation (h) becomes

"'='|+]c°""" @

If the modal choice is between two modes, x may be considered to be
the difference in the attributes of the two modes, and one may in general
write

ax +y = oy + Y - Xy —yy = ~U; + U
in which
U= ~ax; — (k)

Thus, if the two modes are equal in all respects, m = 0.5. Using equation
(k), equation (j) can be written

v
. .'L i=1,2 (6.7.1)
I

k=1

my = L

»

in which m; is the mode split to the ith mode, and it is clear that m, + m, = 1.
The form of equation (6.7.1) is readily extended to # modes. Thus

v
et

ny = g (6.7.2)
S ™
f—i

The quantity U, is called the utility of the ith mode, because m, increases as
U, increases.
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The analysis thus far has only considered one attribute. If there are ¢
attributes, equation (h) can be extended to the form

ln( = ) =‘£(a, X+ )
-1

Hence the utility function for the ith mode can be written in the form

U= = i (ayxy + y) (6.7.3)
=

in which x,,is the value of the jth attribute for the ith mode, ayis a weighting
factor for the jth attribute when applied to the ith mode, and v, is a bias
factor for the ith mode.

The above derived solution for m(x) is not unique because, without
violating the two postulates, equation (j) can be modified into the form

m(x) = f(g?-.,— + Gix)

in which, on substituting this equation into equation (g), as x approaches
+=,  G(x) and G'(x) vanish; as x approaches +=, F(x) and F'(x) remain
finite; and as x approaches —=, F(x) approaches | and F'(x) approaches 0.
Also, these functions are constrained by the fact that 0 < m(x) < 1 for all x.
Generalization of the logit model by introduction of the functions F(x) and
G(x) permits the ang&s( .(‘o avoid the following two unrealistic properties of
the logit mode] inesvessnwhich it is applied to a situation in which there are
more than two modes. The first is seen from equation (6.7.2) by dividing m,
by m,. Thus

\f

my _ ev‘-‘ J

my

of any
( Since, U, is afunction of the attributes of the ith mode only, the ratio of the
mode splits ¥ two modes depends only on the properties of those modes
and not on the properties of any other modes present. If a third mode is
added, the model says that it attracts patronage from the other two modes
in a strict proportion independent of the properties of the third mode. The

first of these properties is called the “irrevelevant alternatives property,”
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and the second the *‘new mode problem."” The theory of avoidance of these
problems is developed by McLynn[14], but as yet insufficient work has
been done on calibration to determine the degree of improvement possible,

Thus far, nothing has been said about the nature of the attributes xy,
which appears in the logit model. In most applications of the model, the
only attributes taken are time and cost, and in others the attribute of auto
ownership is included. Auto ownership is, however, not a continuous
variable. It is better to account for it by doing separate mode splits in two
groups of people: those with access to automobiles, and those without. The
composite mode split is then

M = mcfa + mufm (6-7-4)

in which f; is the fraction of people with access to autos, fo, = | = f,, and
mg, M, are the corresponding mode splits. Experience with alternative
transit modes gives one a great deal of unease in relying on a simple
time-cost model, as it would scem that many other behavioral and attitudi-
nal variables may play a significant role in determining the mode split.
Recker and Golob (references|7] and [8]) give recognition to this difficulty
and derive a logit model in which the attributes are descriptive ratings
chosen to represent latent perception factors. These authors’ analysis
indicates closer predictions to observed behavior than those obtained using
only the attributes of time and costs. While the increased mathematical
difficulty of the model will reduce the access of transportation planners to
it, it is a welcome step into a direction of greater reality.

The author developed a ten-dimensional logit model[ 13], based on only
the time and cost attributes, The model includes both access and egress
modes, and features a rapid means for rough calibration of the logit coeffi-
cients: however, insufficient data was available at the time to confirm its
overall performance. Moreover, the magnitude of the errors that may result
from the irrelevant alternatives problem are not known, and the neglect of
behavioral attributes felt to be important may limit its usefulness tothatof a
mathematical structure for conveniently handling access, line-haul, and
egress modes for a model of the type developed by Golob and Recker.

6.8 Factors That Influence Patronage

The personal decision as to whether or not a trip will be taken and, if so, by
what mode depends on the characteristics of both the individual and of the
transportation mode. When the individual has access to an automobile and
the only alternative is a transit mode that is much slower, the decision is
easy—the transit mode isn't given a second thought. In most U_S. cities the
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mode split to transit is in the range of from 3 to § percent; the vast majority
of people give no thought to the possibility of using a bus or even to car
pooling regularly, and changes in mode split are due to attracting or
discouraging the marginal transit user—the person who doesn’t have such
easy access to an automobile, who changes residences or jobs to a location
in which the use of transit is particularly convenient, or for whom auto
travel is unusually unpleasant. As indicated in section 6.3, this low mode
split range is the circumstance in which the cost per trip is particularly
sensitive to policies or service features that encourage or discourage pat-
ronage. The cost effectivencss analysis of chapter 5 shows that automated
guideway transit systems are worth considering only if the potential exists
for increasing the mode split several fold. To accomplish such an increase
requires careful consideration of all factors that influence patronage: the
characteristics of the transit system, the characteristics of competing
modes, and the attitudinal and behavioral characteristics of the potential
patron. Increases in transit patronage can be produced by ¢ither of two
ways: by making the transit system more attractive, or by making the
alternatives less attractive. A third method is also tried: by marketing
techniques to make the transit mode seem more attractive or acceptable
compared with the alternatives without actually changing the physical
characteristics of either. The third method was effective for a short while
during the energy crisis of 1973, but soon the mode splits returned 1o their
precrisis values. The promise of automated transit systems is that it may be
possible to make them significantly more attractive than present transit
systems, therefore the following discussion relates to methods of increas-
ing patronage on transit by improving the characteristics of the transit
system,

Availability of Information

If route and schedule information can be easily found so that potential
patrons can feel at case about getting to their destination on time, and
equally important, if they are satisfied that they can get back again without
being stranded, they may take transit much more often. Ifitis too difficult
or 100 time consuming to find reliable information, transit will not be
considered even though the alternative may be considerably more expen-
sive, In many European cities, complete guides to the transit systems are
easily available at newstands and elsewhere. They are easy to use even if
the language is not understood, and often the complete schedule is posted
at each bus or trolley stop. It is foolish to spend a great deal of money on
transit improvements if an ample advertising budget is not to be provided.
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Character of the Information

If the information received does not indicate that I can get where I need to
go when I need to go, that I can return when necessary, and that the trip is
sufficiently convenient and comfortable, 1 will choose an alternative which
more closely fulfills my needs, or, as Zahavi reference [11]) points out, |
may forego the trip. In other words, the transit network must be sufficiently
comprehensive to meet a wide range of travel demands; the schedule of
service must be frequent enough for a sufficiently large fraction of the day:
and the service must be comparatively convenient and comfortable. A
system that can take the patron directly to work but makes it impossible to
make necessary side trips at lunch or on the way home will lose substantial
patronage as a result. Some will counter that the appropriate recourse is to
relocate all necessary services in concentrated clusters so that the side trips
can be taken by walking. This solution has considerable merit in principle,
yet the range of destinations that can be reached by walking is limited in
most cities, and it is difficult in a free society to contemplate restructuring
the city to a significant extent just to accommodate the needs of a transit
system.

Some transit systems provide good rush-hour service, but, because of
the high operating cost of keeping vehicles moving empty or almost emply
in nonrush periods, the schedule frequency is reduced at those times from
perhaps a vehicle every five minutes to one every half hour or one an hour,
A person who works on a fixed schedule may accommodate to such an
arrangement, but in circumstances in which the inconvenience or cost of
driving to work is not too great, the flexibility of leaving work when desired
is a strong deterrent to usc of transit. Patronage analysis should take into
account schedule variations, but all too often do not.

Perhaps the major inconvenience factor associated with conventional
transit is the transfer. Consider the fraction of possible destinations ina city
that can be reached without a transfer: To simplify the problem, consider a
square city of area A and side A'#, and assume that a transfer is not needed
if the origin or destination (trip end) is within a distance w of a transit line.
Then, from a given point in the city, a trip can be made without transfer if
the destination lies within either of two mutually perpendicular strips each
of width 2w and length A'2, that is, the fraction of the area of the city that
can be reached without transfer is 4w/A'2, If the city streets are predomi-
nately curved, the length of each strip is longer than A*#, therefore the area
that can be reached without transfer is larger. If the transit system is a
network of lines with stops every two blocks or every quarter mile, if as
indicated in section 6.4 the maximum walking distance is one quarter mile,
and if walking distance is measured along city streets parallel and perpen-
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Table 6-2 Fraction of Area Reachable without Transfer

—————— - ———————

A'F (mi) Percent of A Reachable without Transfer
5 15%
10 7.5
0 3,75
30 2.5

dicular to the transit lines, then the boundary of the strip within walking
distance of bus stops is a sawtoothed line and the average value of w is
£3/4)(0.25 mi) = 3/16 mi. Thus, the fraction of the area of the city that can be
reached without transfer is

4w/A'E = 0.T5/A'?

where A'® is in miles. Some values are given in table 6-2.

_For most major metropolitan areas, the value of A" is of the order of 1510
30 miles. It is thus interesting to note that the fraction of the area reachable
without transfers is in the same range the bus mode splits in most of those
areas|15]. Navin[2] reports data synthesized from travel data in many cities
which indicates that the transit travel behavior can be accounted for ifitis
assumed that people weigh the time required for a transfer in their choice of
travel mode such that one minute of transfer time is equivalent to 6.61010
minutes of riding time. Weighted thus, most mode split studies will indicate
that only a small fraction of transit riders will regularly transfer. Con-
sequently, the elimination of transfers in 2 network of guideways through
the introduction of automatic switching capability removes a major deter-
rent to significant increases in mode split.

Station Accessibility

In the previous paragraph, it was assumed that the stations or stops of a
network transit system were accessible by walking. With some transit
systems, such as conventional line-haul systems, the stations must be
widely spread 1o attain a sufficiently high average speed, and the cost per
mile is too high to permit the system to be constructed inany but the highest
density corridors. Thus, as discussed in section 6.4, to attract sufficient
patronage the line-haul system must work in conjunction with a system of
feeder buses or a background network of bus lines, ample parking facilities
must be created at each station, and the process of transfer to and from the
line-haul system must be as simple as possible. In the analysis of cost
effectiveness, all of these types of facilities must be fully taken into account
throughout the analysis and not as an afterthought.

e

A W Py
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Negotiation of the Station

Transit patronage is influenced by three basic station-related factors: the
simplicity of paying the fare and finding the right vehicle, the feeling of
personal security, and the waiting time. All of these factors require careful
consideration from the viewpoints of the physiology and psychology of the
patrons, and are dealt with in references [16)-[20]. In reference (18], the
authors deal with the design of stations from the operations point of view,
and call attention to a wide range of complexity in various automated
systems which were under consideration in Denver. Their findings indi-
cated that the scheduled, group-riding systems which use off-line stations
and which were popular in conception at the time of the study provide
considerable difficulty for the patron because the berth at which the vehicle
must stop cannot gencrally be predicted before it must switch off the main
line and into the station. Thus the patron cannot know in advance where to
stand to wait for his vehicle. On the other hand, if the stations are on-line
and the vehicles stop at every station, or if they are off-line and the service
is on demand with each vehicle travelling directly to the destination, the
patron may wait anywhere on the platform and board any vehicle. In these
cases, the system operational design provides the patron maximum con-
venience in finding the right vehicle and removes the anxiety that he may
not be headed towards the desired destination.

Fear of assault is often given as a reason for not riding a transit system.
Thus, stations which have secluded corners and in which the potential
patron may have to wait long periods in the off-peak periods provide an
environment in which criminals may lurk awaiting their prey. On the other
hand, stations with small, well-lighted areas easily monitored by television
provide fewer opportunities for assault, particularly if the service is on
demand so that in the off-peak hours particularly one boards a vehicle and
leaves the station immediately. In this situation, loiterers are clearly iden-
tified.

In an automated transit system, wait time is of concern therefore for two
reasons: the increased anxiety as a result of fear of assault, and the uncer-
tainty in the total trip time. According to Navin[2], one minute of waiting
lime is perceived to be equivalent to 4.2 to 6.3 minutes of riding time.

Because the above factors are difficult to quantify in a patronage
analysis, they are often ignored, but only at the peril of those responsible
for the system design. It is necessary that all aspects of the design of transit
stations and their operation be studied carefully by competent human
factors specialists and social psychologists and that their recommendations
be carried out. The analysis of cost effectiveness indicates that station
costs are a relatively minor part of the overall cost of the system[13],
therefore attention to human factors in station design and operation appear
to offer the potential of significant dividends.
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The Vehicle

The portion of the total trip spent in the vehicle can increase or decrease
patronage depending on the physical and psychological comfort associated
with it. Physical discomfort is due mainly to the spectrum of acceleration
and jerk of the vehicle. In section 3.6 it was shown that the maximum lateral
jerk due to a perturbation in the guideway is proportional to the cube of the
speed. Therefore, for the sake of ride comfort the maximum speed should
be held as low as possible; but to minimize travel time, the average speed
must be as high as possible. These two contradictory requirements can best
be resolved, as indicated in section 2.4, by minimizing the number of
intermediate stops and by maximizing the normal rate of acceleration and
deceleration. '

The psychological comfort of the vehicle depends on the number and
arrangement of seats and the degree to which a patron must be confronted
with strangers. Fried and deFazio[ 19] shed some light on this question by
observations on riders of the New York subway, and found that people do
indeed arrange themselves in such a way as to minimize the possibility of
eve contact with strangers. The whole question of personal space or
psychic space in various cultures is discussed by Hall[20], and from the
examples given in his book it is clear that the designers of transit vehicles
need the assistance of the social psychologist before proceeding too far into
expensive system development programs.

The two distinctly different psychological environments proposed in
transit system design are the group-riding systems and the personal sys-
tems in which one cab is occupied only by people travelling together by
choice. The moderately small group-riding systems, in which the cab holds
six to twelve people, provides a transit environment similar to that of a
dial-a-ride bus or an airport limousine, but without a driver. In semi-off-
peak periods, the probability of being required to occupy such a cab with
only one stranger is high and creates considerable anxiety in the minds of
many people. The possibility of an uncomfortable encounter may be a
strong deterrent to use of the system, and should be thoroughly investi-
gated before proceeding too far into the development of such a system. On
the other hand, the system in which each cab is used only by a group
travelling together nonstop to the destination provides maximum personal
security and freedom from anxiety, but is thought by some to foster
loneliness in society. It is, however, the environment of the private au-
tomobile, but without the need or opportunity to drive. The possibility
should not be overlooked that such an environment will provide a quantum
jump in patronage and hence a significant increase in cost effectiveness.,
This is a particularly promising possibility for increased cost effectiveness
since the small private party vehicle permits minimum wait time and
minimum riding time because of the elimination of intermediate stops.
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Egress

The final leg of the trip takes the patron from the destination station of the
primary transit system to the final destination of the trip. Unless the patron
isaware inadvance of an acceptable way to make this trip, the total trip will
not be taken by transit. Since a car will be available for this trip only rarely,
the patron will have to rely on walking, a feeder bus, or a taxi. As indicated
in section 6.4, in the BART system, 68 percent of the people who ride the
system leave the stations by walking. Thus the effective transit service area
for destination stations in the BART system cannot be much larger than the
area accessible by walking.

6.9 Summary

This chapter is an introduction to the subject of patronage analysis and is
intended to give the reader an intuitive feel for the subject. Detailed
patronage analysis required for policy decisions about the deployment of
particular transit systems is beyond the scope of this book. The first topic of
discussion is the numerical values assumed in other chapters for the ratios
of yearly to daily patronage and daily to peak-hour patronage, and it is
emphasized that verification of figures used for the ratio of yearly to daily
patronage requires much more detailed trip-making surveys than usually, if
ever, undertaken. This is an irreducible error in most patronage analyses.
Next, the concept of mobility is introduced and data is given on its values.
Itis emphasized that, in the design of new systems of high service level, the
mobility is likely to be higher than existed before the new system is
introduced.

The required precision of patronage estimates is the next topic of
discussion. It is shown that, with guideway systems, the required precision
is high in the range of trip density in which the system is uneconomical, and
low when the system is economical. Next the problem of trip generation is
discussed, and it is shown that the choice of boundary of the transit service
area is unimportant in comparison to obtaining a good analysis of mode
split for the area chosen, and therefore that the arca within walking distance
of stations is a good choice. The mode split is considered in two ways: First,
by means of a basic probability argument; and, second, by deriving the logit
mode split model from two postulates. The probability argument shows
that if the trip distribution is close to uniformity, the mode split is propor-
tional to the station density squared; and, in a real situation, that the mode
split should be at least proportional to the first power of the station density,
thus leading to the conclusion that the cost per trip in a network system
increases at least linearly with the line spacing for line spacings greater than
that which places all trip ends within walking distance of a station. Next, it
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is shown that the logit mode split model can be derived from two postulates:
(1) That the mode split is a function of independent attributes, and (2) that
the mode split, bounded between zero and one, does not vanish for any
finite value of an attribute. It is also shown that the resulting formulation
leads to the conclusion that, near zero and one, mode split decisions are
made independently, consistent with the behavioral assumption that
people act in their own interest. Finally, a series of factors that influence
patronage are discussed, and, in particular, itis shown that there is a strong
correlation between the percentage of the area of a city that can be reached
by fixed route, fixed schedule bus and the actual bus mode splits achieved.
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Requirements for Safe
Operation

".1 Introduction

\ transit system is safe if no injuries result from its use. Injuries may result
o passengers riding the vehicles, to persons moving into or out of vehicles
i stations, or to passers-by. In this chapter, the possibilities of injury while
iding or while moving in and out of the vehicles of a transit system are
onsidered in order to develop design requirements for minimization of the
wobability of injury. Injuries due to equipment malfunctions that occur in
he stations but away from the vehicles must, of course, be considered in
he design of station equipment. Such design, while important, is outside
he scope of this book. Injuries due to human intervention such as assault
an be minimized by considering this factor in the architectural design of
he stations[1), by providing ample lighting, by providing television
1onitoring at critical locations, by providing station attendants if the
ircumstances warrant it, and most importantly by designing the service
oncept of the system in such a way that waiting in stations is minimized
specially in off-peak hours. The later consideration is an important reason
or interest in on-demand service concepts. The probability of injury to
assers-by is minimized by use of exclusive guideways either clevated or
nderground, or, if at grade, by use of fences to separate the system from
1¢ community.

It is unfortunately unrealistic to take the position that no injuries will
ver result from the use of a properly designed transit system. Even with
low speed, large shock absorbing bumpers, thickly padded interiors, and
laborate fail-safe circuits in the control system, injurics may occur
wough some unusual and unforeseen circumstance, however low its
robability. The price of overprotection may be unacceptable capital and
perating costs, uncompetitive speeds, and unreliable service due to stop-
ages resulting from unnecessary actuation of safety devices. Itis therefore
icumbent upon the engineer to prepare and present objective data in
nderstandable form on the probability of injury as a function of cost,
atronage, and service dependability.

Discussion of the possibility that someone may be injured is socially
cceptable when considering conventional transit where the death rate is in
1¢ neighborhood of one per one hundred million passenger miles, or when
onsidering the auto system where the corresponding rate is approximately
:ven per one hundred million passenger miles. But when designing new
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systems, many of the professionals involved feel very uneasy about
suggesting that a failure mode or combination of failure modes may ever
exist that could produce injury. This is one of the prices of attempting to
innovate. One cannot design to be only as safé conventional transit. One
must set a good deal more stringent criterion. Fortunately, by following the
advice that stands out from the analysis of this chapter, the development of
extremely safe transit modes appears economically feasible.

In section 7.2, we examinc the kinematics of emergency situations in
which a vehicle failure occurs that causes a vehicle to slow down or to
speed up, or to fail to slow down when commanded. The analysis leads to
conclusions as to the requirements of design and operation that will prevent
collisions when only one failure occurs. The possibility always exists,
however, that two simultaneous failures may occur in such a way that a
collision between vehicles results. An example would be that the brakes on
one vehicle lock and, simultaneously, the failure-monitoring system that is
present to inform the trailing vehicle of the failure itself fails. As a result of
this possibility, the process of collision needs to be studied to determine the
design and operational conditions that minimize the probability of injury.
The analysis of collisions begins in section 7.3 with the development of the
characteristics of the constant force, constant displacement shock ab-
sorber. an ideal device for vehicle protection in collisions. Then, in section
7.4, simplified criteria for avoidance of injury are given. With this
background, the problem of collision of the passenger with a constraint
device in the vehicle is treated in section 7.5 to determine the maximum
allowable collision velocity. In section 7.6 all of the elements of the colli-
sion problem are assembled to produce recommendations on the maximum
tolerable collision velocity between vehicles as a function of intravehicle
throw distance between passenger and padded surface, the thickness of
the padded surface, and the stroke of the shock absorber. Finally, oblique
collisions are treated in section 7.7.

Early work on the problem of safe operation of automated transit
systems at closc headways was performed by Bernstein and Schmitt[2] and
by Stepner, Hajdu, and Rahimi[3]. The analysis of this chapter builds on
the results of these authors, but is based mainly on simplifications and
extensions of the work of Anderson(4). The theory of safe operation of
automated transit has also been developed by McGean[5,6], by Hinman
and Pitts[7], and by Lobsinger{8). The problem of collisions in small auto-
mated transit vehicles has been treated in detail by Garrard, Caudill, and
Rushfeldt[9,10]. These references provide confidence that the simple ap-
proach given in section 7.5 is a good approximation and gives the essential
ingredients of a safe design. The applicability of automotive crash testing to
automated transit systems has been discussed by McGean and Lutkefed-
der{11), and by Miller and Shoemaker{ 12]. '
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7.2 Requirements for Collision Avoidance

Three basic failure modes are treated in this section: (1) the brakes are
applied unintentionally or a vehicle otherwise suddenly begins to deceler-
ate; (2) a motor receives an unintentional command to accelerate; and (3) a
vehicle entering a station fails to respond to a command to decelerate.,
In the following analyses, deceleration is treated as a parameter. If this
is the case directly, the implication is that the vehicle is supplied with
knowledge of the deceleration and acceleration and that the braking system
is controlled to brake at constant deceleration, commonly called “*closed
loop braking.”" If such fecdback is not provided, open loop or constant
force braking results. This means that the braking deceleration is not
determined by the braking force alone, but also by the grade, wind, and
condition of the guideway. Analyses that include all of these effects are
given by McGean(3], Hinman(7), and Lobsinger[8]. To use the present
analyses in the case of open loop braking, separate calculations of braking
deceleration in terms of the above effects is required. Such calculations in
detail are not esscntial to the understanding of basic system requirements
for safe operation and are therefore not included. However, by considera-
tion of a few examples, the reader should become convinced that the
variation in braking deceleration is large if open loop braking is used, and
therefore that such braking is suited only to low-capacity systems.

Sudden Deceleration

Consider two vehicles travelling in a cascade, the first of which fails in such
a way to suddenly decelerate. A monitoring system either on board the
vehicles or at wayside detects the failure and causes the trailing vehicles to
begin to decelerate. The situation is depicted in figure 7-1. The failed
vehicle, of length L, and labeled “*f."" is moving at a line speed V, when, at ¢
= 0, it suddenly decelerates at a rate a, and comes to a stop in a time ¢, =
as V. At = 0, the closest trailing vehicle, labelled “'¢'" for emergency
braking, is separated from the failed vehicle by a distance H, and travels at
a slightly different velocity due to control tolerances. To make the compu-
tation conservative, a higher velocity, V, + AV, is assumed. A time 1, is
required for braking action to begin. Then the deceleration of vehicle e
begins to increase at a rate J, up to a maximum value a,. Finite jerk is taken
into account in vehicle ¢ and not in vehicle f because this is a conservative
assumption, that is, it results in a larger value of minimum separation than
would otherwise be the case.

The aim of the analysis is to determine the minimum time headway 7y,
that can be permitted if no collision is to occur as a result of a deceleration
failure, and to determine the maximum collision velocity that could occur if
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Figure 7-1. Velocity-Time Diagram for Determining No-Collision Head-
way in Sudden-Deceleration Failures

a closer headway is inadvertently attained. In terms of the minimum
permissible nose-to-tail spacing, the minimum time headway (see equation
(4.3.6)) is

Tm"‘ = y@“ + li'

v, (7.2.1)

The results arc functions of Vg, ay, a, .. AV, J,, and L,. If @ > a, the
maximum collision velocity occurs if the vehicles are separated initially
such that the collision occurs at the instant the failed vehicle stops (see
figure 7-1). If @, < @, the maximum collision velocity moves to the time 7 =
1. + 1,. If @, increases sufficiently over a, the velocity-time lines of figure
7-1 eross before either vehicle has stopped. In cither case, the nose-to-tail
spacing between vehicles closes up at most by the amount represented by
the portion of the area between the velocity-time lines of figure 7-1 for
which V, = V,.

Consider the cquation of motion of the failed vehicle, At # = 0 let its
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velocity be V, and the position of its center of gravity be at adistance x = H,
+ L, ahead of the center of gravity of the trailing vehicle. The equation of
motion of vehicle fand its integrals are

o-‘;l = =dy (a)
.i‘, -V, - at (b)
Xp= Hy + L, + Vot — %‘1 (c)

Setting x, = 0, equation (b) gives the time required for the failed vehicle to
stop:

ty = Vijay (d)

The motion of the trailing vehicle is more complex and must be divided
into three time zones: 0= r =1, 1. <t=f,, and ¢ > 1, + #,. For the first
region

X, =0 (e)
X, =V, + AV N
X =(V, + AVy (2

For the second region, vehicle e begins to decelerate at a rate of change J,,
and the initial conditions are taken from the equations of motion of the first
region at f = .. Thus

i - -1, (h)

Xe = =J At = 1) (D]

ko= V, +av - Tl L 0]
X = (V, + AV}t — !"‘—6‘.—'&’-’ &)

By setting X, = —a,, equation (i) gives the boundary of region 2:

f; - a,/.,, (l)
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Inthe third region, ¢ = 1. + t,, vehicle e is uniformly decelerating at a rate a,.
Therefore the equation of motion and its integrals are

X, = —a, (m;

k,aV,,+AV-‘%§-,(r—r,—:,) (n)
X =(V, + 4V -~ ’gﬁ -1'25- -1 -2)- %1 (r =t~y

(o)

Setting x, = 0, equation (n) gives the time required for vehicle e to stop:

If a, < a,the maximum possible collision velocity considering arbitran
initial separation is x, at f = #,. After substituting for t, from equation (d) and
t; from equation (1), the result, from equation (n), is

AViasxr = V) ( ff;—!a‘—) + AV + au. + gf: for a, = a, (7.2.

Ifa, > ay, the maximum possible collision velocity is x, — x,evaluated at £ =
f. + 1;. (The reader can verify that the value of x, — x,at f = 1, is always less
if 2a,> a,.) Thus, using equation (I) in equation (b) and (j) evaluated at f = 1,
+ 1,

AVpay = AV + @yt + ?‘:’;- (2a, - a,) fora, > a, (7.2.3

It can readily be seen that the two equations give the same result when a, =
a,.

Consider the case in which the velocity-time lines do not cross before
the vehicles stop, that is, t, > #,. Then if H, is sufficiently large so that the
vehicles do not collide as a result of the maneuver, the space between them
closes up an amount represented by the area between the two solid curves
of figure 7-1. This close-up distance is therefore the minimum spacing tha:
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can be permitted between vehicles if a collision is not to occur, and is found
by setting H, = H., and x; () — x(t,) = L,. Substituting equation (p) into
equation (0), and equation (d) into equation (<), and using equation (1), the
minimum spacing is

as ~ a a AV
H.,.-( Azta’a'f- )Vl+(rt+ 2—_f'-+r)v,,

a;

+ (t. v & )AV + ga": - (7.2.4)

Substituting into equation (7.2.1),

| a-a a, , AV
Tesn ( 2o a. )V,,+:,+ Zf:+ a'+‘l'7!:

SRt Lt IR S

If, in figure 7-1, the velocity-time lines cross (£, = 1), they do soata time
* which can be found by setting £,(£*) =XA1%). Using equations (n) and (b),

1 a?
" - = (AV + adt, + ﬁ‘—) (q)
From equations (d) and (p), the condition for the case 1, = 1, is
a, — ay I a, AV
oty = v, (l, + ﬂ: + aj (7.2.6)

In this case, the two vehicles close up a maximum amount x{0) — x,(0) -
[xAr*) — x.(1*)] and then separate before stopping. The maximum close-up
distance is the minimum nose-to-tail spacing Hy, permissible at line speed
if collisions are to be avoided in sudden deceleration failures. Using equa-
tions (¢), (g), (0) and (q),

AV g
Ho = m(a‘ +:,+£f-) -{-(l,-&-%‘-.) 'ZT‘i,r =4
(7.2.7)

- . A T
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For the case t, = #;, Hy, is independent of V.. Therefore it is not helpful to
substitute equation (7.2.7) into equation (7.2.1) to get an algebraic equation
analogous to equation (7.2.5). Instead, in the following numerical exam-
ples, we will deal with equation (7.2.7) directly.

It is necessary now to determine the importance of the various terms in
equations (7.2.5) and (7.2.7) in typical numerical examples. Such analysis
will permit the designer to concentrate attention on the most fruitful ways
to minimize T.,u,.

First consider the case a, & a,. From figure 7-1 it is clear that this case
always implies that t, > t,. Physically, this case must hold for vehicles in
which propulsion and braking is accomplished through wheels. This is
because possible differences in the coefficient of friction between the
wheels and the roadway make it necessary to assume in safety analysis that
the failed vehicle can stop more quickly than the trailing vehicle. If the
vehicles use rubber-tired wheels on a roadway, the coefficient of friction
may be as high as about 0.8 on dry surfaces, but may not exceed 0.3 on wet
surfaces! 13, 14). If standing passengers are permitted, a, must be limited to
about 2.5 m/s?, but if all passengers are scated, @, = 5 m/s? is practical but
achicvable only on dry surfaces,

In normal circumstances, passenger comfort dictates that J.not exceed
a, in seconds units; that is, a, should not build up to its steady value in less
than one second. Equation (7.2.5) shows, however, that higher J, reduces
T oo Therefore, we will assume that in emergencies J/a, = 35" is permis-
sible. For V, = 10 m/s, a relatively low nominal value, the last tcﬁm in
equation (7.2.5) is only two milliseconds and can always be neglected. The
second-to-last term in equation (7.2.5), the sum of three factors multiplied
by AV/V, isalso always small if AV/V, is small. Since the last term is also
small, attention will be concentrated on the first five terms.

Table 7-1 shows some typical nominal values of the term in equation
(7.2.5) for scated and standing passenger vehicles. The value of £, = 0.7 s is
typical of lags experienced in systems that apply traction through wheels,
but does not include lags induced by discrete sampling of position, that is, it
assumes a continuous flow of information on intervehicle spacing. Based
on the work of Kornhauser{15], it is assumed that the velocity is controlled
to within = 0.5 m/s. It is seen that unless @, is close to ay, the first term in
equation (7.2.5) dominates in determining 7y, If the difference a, - a,
can be made small either by increasing a, or by designing slip clutches into
the wheels so that the maximum value of a, is limited. the first term is
reduced below .. Further significant reduction in Ty, is seen to require
reduction in both 7. and L,. Finally the value of AV, computed from
equation (7.2.2) is tabulated for the two cases, and it is seen that the design
is not fault tolerant in the sense that if a vehicle inadvertently strays inside
Huia, the possible collision velocity is almost as large as the line velogity.
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'l‘able 7-1 Components of Minimum Headway for 1, >

N -S.;l'l-ll.dl'ngh \ralrd- Sm;c}h—g.-—i-}:arcd'-
Passenger  Passenger Passenger  Passenger
Vehicle Vehicle Vehicle Vekicle
Vi(mi's) s 5 (_"1‘_%_ ) Vils) 206 0.56
adm's?) 2.8 s 2ag,
adm's?) R 8 aJ2), (s) 0.25 0.17
1ds) 0.7 0.7 AVig, (3) 0.20 0.10
Jlais™) 2 3 SV, (5) 0.67 0.47
AV (m/s) 0.5 0.5 T (5) 388 2.0
L, (m) 10 ? AV,,,, (m/s) 13.2 10.5

Second, consider the circumstance in which ay is reduced enough so
that 1, > .. Then equations (7.2.7) and (7.2.2) apply. Also, equation (7.2.6)
indicates how small a, must be for this case to apply. Design to keep 1,
below 1, requires greater sophistication in design than the opposite. case. case. To
insure that the failure deceleration is below the emergency deceleration in
all weather conditions requires that braking not be done through wheels but
by a lincar system acting directly between the vehicle and the guideway,
such as a linear clectric motor or eddy current brake[16). It also requires
special care in the design of all surfaces between the vehicle and guideway
so that in no circumstances can a failure cause the vehicle to stop quickly.
For example, if wheels are used for suspension, they should be smooth and
the roadway should be smooth. Moreover, the design should use seated
passenger vehicles so that a, can be kept as high as practical. Finally, by
use of linear electric propulsion and braking combined with continuous
position and velocity sensing, £, can be reduced below 0.1 s.

With the design changes indicated in the above paragraph, consider the
nominal values of the design parameterstobe a, = Smis, 1. = 0.15s,J /a, =
35,4V =0.5m/s,and V, = 1S m/s. Then, from equation (7.2.6), the case 7,
< tsholdsifa, < 4.5 m/s*. Asa result of attention to the design, as indicated
above, let a, = 2.5 m/s*. Then, from equation (7.2.7),

Heow = US(1.83F = 0.20 = 0.47 m
Or, for a; = 4 m/s?,

”,.u, =315m
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Thus Hy, is very sensitive to ay, and it is noted that it is independent of V.
Using equation (7.2.1) T s catn be found. For very short-headway systems,
L, will be less than the values of table 7-1. Typical values range from2.3t03
m[17). Then, for V; = 15 m/s and a, = 2.5 m/s*, Ty, ranges between 0.18
and 0.23 s. If @, = 4 m/s*, Ty, ranges between 0.36 and 0.41 s. Thus, by
careful attention to the design so as to minimize @, very low headways are
possible with no collisions in the event of a deceleration failure. From
equation (7.2.3), AV .., ranges from 0.75 to 1.23 m/s. Thus, with improved
design to permit short headways, the design becomes more fault tolerant in
that the maximum collision velocities possible at even shorter headways
are insignificant, as will be seen by the theory of section 7.6,

Sudden Acceleration

Consider a cascade of vehicles in which one vehicle suddenly fails in such 2
way that full motor power is applied. A separate monitoring system detects
the failure, causes the motor power to be switched off, and applies the
emergency brakes. The situation is depicted in figure 72, Attt =0, a
vehicle, labelled *'f", suddenly begins to accelerate at arate ay. For conser-
vatism in estimating the minimum headway, assume that due to control
system imperfections, vehicle fis travelling at 1 = 0 ata speed AVabove the
speed V,, of the vehicle immediately ahead. At7 = 1, the emergency brakes
begin slowing the vehicle by applying & negative jerk J, until the vehicle
begins decelerating at  rate @,. To minimize the close-up distance, vehicle f
is permitted to decelerate at @, until it crosses the velocity V,. The velocity
then must undershoot and return to V,. The reduction in spacing between
vehicle fand the lead vehicle € is the cross hatched area in figure 7-2, and is
labelled H... The minimum spacing between vehicles permissible if colli-
sions are 1o be avoided is Hyy,. If the spacing is closer than Hyy, at 1 = 0,
then a collision will occur at a maximum collision velocity of AV,,.

Because the velocity of vehicle £ does not change during the maneuver.
AV, and H.. do not depend on V.. Therefore the problem of determining
AV,ay and Ho. can be solved most easily inareference frame that movesto
the right at velocity V,. In this reference frame take the initial position and
velocity of vehicle fto be

x40) = 0 xA0) = AV (ar

Then the equation of motion of vehicle fand its integrals are as follows: Ir
therange 0 <t <1,

4*, = ay (b
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Figure 7.2 Velocity-Time Diagram for Determining No-Collision
Headway in Sudden-Acceleration Failures

a""=AV+a'{

a,ﬁ

Xp = AVe + 5

Inthe range 1. <1t <1 + 1,

Xy = -J,

xp = ag = J{t - 1)

Ly

Xy = AV +apt.+a,(t—1t,) -J‘(‘ ;
_ a1}
X = AV + > = AV = ag) (1 - 1)

+ %‘_E_lfz_ - !f‘%‘r

(c)

(d)

(e)

U]

(=)

(h)
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The maximum velocity occurs when x; = 0. Set x; = 0 in equation (f), solve
for t — t,, and substitute the result in equation (g). Thus,
AV = AV + ag, + .3- (1.2.8)

The jerk interval £, is found by setting X, = —a, in equation (f). Hence

fJ.__af"'ar

Ld

(M

Consider the range f, + I, < t < t, + 1, + f,. The initial conditions are found
by substituting? — f, = , into equations (g) and (h). Thus, using equation (i),

XAt + 1,) = AV + ag, + —"iz"ﬁ- W

X (te + 1)) = AVi. + Eg: + AV + ap) 9 a,)

2
+ ¥ ("L; =5 ) (a4, - a,) (K)

Hence, the equation of motion and its integrals are
.;, = —da, (I

%= AV + ag + A5 —ag— - 1) (m)
x = AVi, + % 4 AV + ag) .‘“1—}'-‘1:’—

3
+ !{( 017*;_0{_) (2a; ~ a,) ~ %‘(' =l — Ly

- (AV + ad. + ﬁzl—“i )(t -t — 1) (n)



169

The time interval ¢, in figure 7-2 is found by setting x, = 0 in equation (m).
Therefore

L3

ly = a'—' (AV + ad, + —"12}3’&) (0)

Now, Hyy, = xd1, + 1, + 1,). Thercfore, by substitutingt, = — 1, — f;in
equation (n) and using equation (o), we find after simplifying the algebra

LAV | a o, ata. |, oaf;
H, 2a,+( % )[AV(:CL 2. +-§:

(o) e (23] o

To estimate the magnitude of Hy,, note that H,,, increases as a,
increases, but decrcases as a, increases. (This is most easily seen from
figure 7-2.) Hence, to get an upper bound on H,,,, overestimate a, and
underestimate a,. It will be necessary again to treat seated- and standing-
passenger vehicles separately. In both cases, note from the theory of
section 2.3 that at line speed it is not economical to provide motor power
ample for maximum acceleration, at-line-speed. Therefore assume a, is 50
percent of the service acceleration. As before, assume a, is twice the
service acceleration. Consequently, assume for standing-passenger vehi-
cles

a; = 0.5(g/8) = 0.63 m/s*
a, = 4a,
For seated-passenger vehicles, the rates are doubled. Thus
ag = 1.25 my/s*
a, = 4a;

In both cases, let J, = 3a, in units of scconds. Then equation (7.2.9)

becomes
)

|12

_AV 5 h) a St _
H.h-gal-+7[av(z¢+g)+-2l(¢+-l-f l

i3
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As in the previous paragraph, let AV = 0. m/s. Then for standing-
passenger vehicles, we have for H gy, and for AV .. from equation (7.2.8),

Hope = (0.3962 + 0781, + 0.17) m
AV = (0.631, + 0.53) mis
and, for seated-passenger vehicles
Hay = (0.788 + 0.95t, + 0. 14)m
AV = (1.37, + 0.55) m/s
For several values of t,, Hu, and AV, are as given in table 7-2.

The corresponding minimum headways can now be found from equation
(7.2.1). In all cases it is clear that the decelerating failure is more important
than the accelerating failure in determining minimum headway.

Failure to Decelerate in a Station

Consider an off-line station with more than one series berth for loading and
unloading passengers. It is desirable to cause the vehicles to stop close to
one another to minimize the station platform length, and hence the station
cost: however, 100 close a spacing may not be safe. The minimum permis-
sible spacing, H,,, must be determined so that if a vehicle fails to decelerate
to @ stop when commanded, it will not, before emergency action is taken,
collide with a stopped vehicle with a large enough velocity to cause injury
to the passengers. The situation can be analyzed with the help of the
velocity-time diagram of figure 7-3.

Table 7-2 Minimum Headway and Maximum Collision Velocity in
Sudden-Acceleration Failures

e e s e S — e A —— e il —————————————————————

i (s) 0.1 0.5 |
ll;.;.-sun&cs ) - o .IS"m ' 0.66 m o I.li m '
Hoin, N0 Slandees 024 m 08l m 18T m
AV,..., standees 0.59 m/s 0.85 m's 1.16 m/s

N
AV, ... 1O standees 0.68 m's 1.8 m's 1.85 m's



171

welocity 4

© =<

=

Figure 7-3. Velocity-Time Diagram for Determining Normal Stopped-
Vehicle Separation in a Station

Assume the vehicles decelerate on an off-line ramp to a station velocity
V.., before entering the station-platform area. Within the platform area, the
vehicle moves at V,,, until, at a certain point, it is commanded to decelerate
at & normal rate a, to stop a distance H, behind a stopped vehicle. If the
vehicle fails to decelerate when commanded, the failure is detected by a
monitor and & separate system causes it to stop at a rate a, > a,, but
emergency braking can be applied only after a certain control time delay f..
The brakes on the stopped vehicle are locked so that if vehicle fhits it with a
sufficiently small velocity, the vehicle will not move and is safe for
passengers to load.

The maximum permissible collision velocity, Ve, is determined by the
conditions that the kinetic energy of the failed vehicle must be absorbed in
the shock absorbing system if its maximum deflection is &,, and the in-
tervehicle force transmitted by the shock absorbers is no greater than the
braking force of the stopped vehicle, fz. Thus

lfz’"lw«il - flac (a)
Let the braking force be applied by the emergency brakes. Then
fs = ma, (b)
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in which m, is the mass of the stopped vehicle. Combining equations (a) and
(b),

vz m
ol = TTs
X ,8n ()

Now consider the velocity-time diagram of figure 7-3. If vehicle ffails to
stop when normally required and emergency action is initiated after a time
delay ., vehicle f overshoots its normal position by the amount indicated
by the crosshatched area above the normal acceleration line, then under-
shoots until it impacts the stopped vehicle at V... Then, because of the
force transmitted to vehicle fthrough the shock absorber, it deceleratestoa
stop at a higher rate, and the shock absorber deflection 8, is represented by
the crosshatched triangle to the right of the vertical line at the instant Vo is
reached. Computation of the distance H, can be simplified by observing
from equations (7.2.4) and (7.2.7) that the major effect of inclusion of finite
jerk _i_s_lg;a_c_l__d_q._{?_.l. to 1., since it was shown that the term aX24J; is very
emall Assuming that the time interval . begins at the instant the vehicle
normally begins to decelerate, jerk can be left out of the computation by
replacing . by 1%, where

=1+ .{;——{;: (d)

With the above simplification, H, can be found from figure 7-3 as follows:
In normal circumstances the stopping distance from 7 = 0 is Vi./2a,, and
vehicle f will stop a distance H, from the next vehicle. In a failure, the
vehicle may travel an additional distance H, before colliding with a stopped
vehicle at velocity Ve. From figure 7-3, the total distance traveled from ¢
= 0is the area under the emergency velocity-time line betweent = Oand? =
t.on. This distance is

Voal® + !‘fxﬂ-.z‘_‘fmﬂf + Vi !Z-g_;_‘ﬁwl
*

Simplifying this expression, the normal spacing is

Vin

-V Vig = Ve _
H, » Vgt + -“'Za, 18 o
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Substituting equations (¢) and (d),

H, = V...(tc + 29;— - 2“]-) - -(ﬂia:a—‘.‘a’- Vi, - i;;- 8, (7.2.10)

In normal circumstances, J, = a, in units of seconds. In an emergency
we have assumed J, = 3a,. Thus, addition of the jerk terms reduces H,.
Assuming also that @, = 2a,, equation (7.2.10) becomes

. by Ve oom,
H, = Vg, (’c 3 ) da, m, 8, (¢)

To make H, < 0, it is necessary that

i Vo m 8
oo Yo g 0

$ 4
LI

As a function of Vi, the maximum value of H, is determined by setting
dH,/dV., = 0. The value of V,, at H, s

Vaa = 2a.(r, - -;) (®
Substituting into equation (¢),

2
- L)y om
R R

In the worst case, the stopped vehicle is lighter than the failed vehicle and is
therefore more likely to move in a collision. Therefore, assuming nominally
similar vehicles, let m, = 0.9m,. Assume alsothat a, = 2.5m/s®. Then, from
gquation (h)

2
H, =25 (:, - g-) ~0.935, )
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If H,, =0, equation (i) gives
t = .; +(0.36 3,2 G

Based on the work of the next section, let 8, = 0.5 m. Then, if . <0.76 s, no
spacing between vehicles is needed. If 7. = 1 sand 8, = 0.5m, H, = 0.66
m. The station speed corresponding to H, = 0 is found by combining
equations (g) and (j). Thus

Vaa = 3.0 8% (k)

This is a very low velocity. With higher values of Vi, H, < H,__ . For
example, if Vi, = 3 m/s (6.8 mi/hr), @, = 2.5 m/s%, 8, = 0.5 m, equation (e)
gives

H, =3, -235m
Thus, if 7. < 0.78 s, no spacing is required. Note from equation (7.2.10) that
ifa, = a, and J, = J,

H, = Ve — :1' 5, M

Thus, with m/m, = 0.9 and 8, = 0.5 m, the time delay required to make H,
negative is

0.45
. < v
7 Ve

The importance of rapid response time in minimizing station platform
length is very apparent.

7.3 Constant Force, Constant Displacement
Shock Absorbers

The possibility always exists that simultaneous failures of independent
systems will cause collisions between vehicles in any transit system. Thus
it is necessary to provide protection for the vehicles and passengers if
collisions should occur. In the following sections, collisions are analyzed to
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determine design requirements for avoidance of injury to the passengers.
The analysis is dependent on the design characteristics of the shock ab-
sorber used on the vehicles. If the reader is to appreciate the practicality of
the characteristics used, it is necessary to understand the theory of the
constant force, constant displacement hydraulic shock absorber. The fol-
lowing analysis of such a shock absorber is based on the work of Appel and
Tomas[19].

The constant force characteristic of a shock absorber is optimum be-
cause it permits the relative kinetic energy of collision to be absorbed with a
minimum stroke. Use of minimum stroke shock absorbers reduces their
cost, reduces the vehicle length, and reduces the length of the station
platform. The system cost therefore decreases with decreasing length of
shock absorbers that provide a given level of protection. The constant
displacement characteristic means that the maximum stroke of the shock
absorber occurs for all collision velocities, thus causing smaller decelera-
tion during collisions at smaller collision velocities. Thus, the passengers
are not subjected to greater deceleration than necessary to reduce the
relative velocity between vehicles to zero. If a collision should occur at a
relative velocity greater than the design maximum, the relative Kinetic
energy of collision cannot all be absorbed by the shock absorber. As
described in reference[ 10), the additional energy must be absorbed by the
vehicle frame, and the cost of repair can be reduced by use of a replaceable
crushable structure in front of each vehicle. It appears that such a combina-
tion protection system would be less expensive than providing hydraulic
shock absorbers with a sufficiently long stroke to accommodate the largest
conceivable collision velocity.

Fluid Flow Analysis

A schematic of a hydraulic shock absorber is shown in figure 7-4 in the
necessary detail. The applied force on the piston is £, the maximum stroke
is 8,,, and the variable x is used to represent the stroke at any point. As a
result of F,, hydraulic fluid is forced through an orifice in the piston, and
dissipates the work input [*Fydx in turbulence of the fluid to the left of the
piston. The constant force, constant displacement characteristic may be
achieved by using a variable arca orifice. As indicated in figure 7-4, vari-
ability can be obtained by positioning a variable diameter rod along the axis
of a hole in the piston, thus creating a variable area annular orifice. In the
position shown in the figure, the relative velocity between the two cylin-
ders is high, thus requiring a large fluid momentum exchange (large orifice
area) to maintain a constant force. As x approaches 8,,, itis desired that the
relative velocity vanish, thus requining the orifice area also to vanish.
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Figure 7-4. A Hydraulic Shock Absorber

Following & collision, the shock absorber will return to its initial position if
a relatively weak spring is mounted in the moveable piston. Thus, no
maintenance action is required following a collision that does not cause
crushing of the structure.

Let the pressure difference across the orifice be 4p. Then if A, is the
annular surface area of the end of a relatively thin-walled piston and the
spring is relatively weak, ApA; = F,. If the velocity of the fluid passing
through the orifices is Vg, then, by applying Bernoulli’s theorem across the
orifice, . y

F, = ApA) = 12’ (V3 - x9A, (@)

in which p is the density of the hydraulic fluid, and x is the velocity of the
fluid on the right of the piston with respect to the piston. From the con-
tinuity equation

XA, = VgAyx) (b)
- e v T
in which A, is the total area of the pislon%’nd Adx) is the variable arca of the
orifice. Eliminating V; between equations (a) and (b),

F, = “;(fs - I)A,'. (7.3.1)

Momentum and Energy Conservation in a Collision

Consider figure 7-5. A collision occurs at 1 = 0 between two vehicles of
masses m, and m, in the reference frame of vehicle 1. The collision velocity



177

v V,(0) = V, v<ov-

C'

[En T3

- I
Figure 7-5. Velocity-Time Diagram of a Collision

is Vo, and, forr > 0, V, — V, isthe velocity of vehicle 2 with respect to
vehicle 1.

The ¢osts of shock absorbers and their mounting structures can be
reduced if several small shock absorbers are used rather than one large one(” ),
Therefore, assume two shock absorbers are placed side by side at the front
and rear of each vehicle as shown in figure 7-5. Thus, if £ is the total force
between vehicles, F = 2F,. The total stroke of the shock absorbers in-
volved in a collision 1s 23 and the relative velocity between vehicles is

2& = V’ - V, (7-3'2)

During the collision, momentum is conserved, Therefore

ml", + m’V’ = "l,v‘, (7.3.3)

and the final velocity is

Ve = m—L‘": my Ver (7.3.4)

The work done in compressina the plunger on one of the shock absor-
bersis [ F, dx. (Atthis point, F, is retained as an arbitrary function in order
that dcvnanons from constant F, as a result of approximations in the



178
function A;(x) can be determined.) The work of compression is equal to the
reduction in the kinetic energy of the system. Thus
=47 - Ve, mVi _ mVi
Wi ) 4L Fy dx = “5se — 5 y (7.3.9
The total work of compression is

M&..) - 4L‘~Fp dx =—""2‘£’Sl - 1"_']_';_@_;)_ w

Substituting V; from equation (7.3.4),

bra I m
4L F, dx = 2_(;"' _1+ m’)V"., (7.3.6)
or, if F, is constant,
1 mymy | V2
B = '8'( i +_m:) 7_:1’ (7.3.7)

The Equation for the Variable Orifice Area

It is now necessary to cxpress i* in equation (7.3.1) in terms of x and 8,,. To
do this, square equations (7.3.2) and (7.3.3) to give

A= VIi=2V\V,+ V3
2mymyV,Vy = miVi, — miVi — mivi

Eliminating 2V, V,,

sl om0 )22
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Substitute the kinetic energy during the collision from equation (7.3.5), and
then the initial kinetic energy, m;V2,/2, from cauation (7.3.6). The result is

v o my+ be
¥ 2( —x—"'xmm )L F,(x)dx (7.3.8)

If 2% is climinated between equations (7.3.1) and (7.3.8), the result can be
expressed in the form

(x) =gl ~
—,ﬂ(A':_ A [P0 = B[, el de (7.3.9)
Fe
in which £ is the dimensionless dummy variable x/8,,, and

- m + ’ A
ﬂ ( ", my )pA,&,. (c. J

In equation (a), 8,, is given by equation (7.3.7) in terms of the maximum
value of V., V., . and the corresponding maximum force, F, . Itis
meaningful to express F, . as

Fpopy = Dpx = Midons (7.3.10)

in which ag,, is the deceleration vehicle 2 experiences during the collision
at maximum V,,. Substituting equation (7.3.10) into equation (7.3.7),

- L m i‘-n_
By = 4(#’"’) e (7.3.10)

Substituting equation (7.3.11) into equation (a)

Pv'“mn_ '
- A 5
L T (559

Note, from equation (a), that 8is a little smaller than the ratio of the mass of
the fluid in one of the shock absorbers to the reduced mass of a vehicle,
myma/(m, + m,). Thus, in a practical design 8 is much less than 1.
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If F, is constant, it drops out of equation (7.3.9), and the result may be
written in the form

A _| g0 -y [
AT [ Bl - "6: ] ®)
Thus
B
Ad(o) ( l + ﬁ {A’ ’ ;‘ (C)

Dividing equation (b) by equation (c),

Ad) [(l*’_ﬁ)“_‘ﬁul ] @
A0) I+ B(1 = x/8,y)

Let r, be the radius of the hole in the left-hand cylinder in figure 7-4, and
r(x) be the radius of the variable diameter onfice rod. Then

A0y = =lr§ — r3(0)) (7.3.13)
and

Aglx) _ - rrx)

A0y == 7o) ©

Substituting equation (d) into equation (¢) and solving for r,{x), we have

o fi-[1-0] G pesam [T ose

Equation (7.3.14) is plotted in figure 7-6 for the case r(0) = O and 8 =
0.01. Note that the slope rj(x) approaches infinity at both x = Oand x = §,,.
A change in 8 of 20 percent changes the profile by less than 0.1 percent.
Therefore the constant force characteristic is insensitive to small parame-
ter changes in equation (7.3.12). A constant taper rod is clearly suggested
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Figure 7-6. The Shape of a Variable Diameter Orifice Rod Varied in a
Manner to Produce Constant Force in a Hydraulic Shock
Absorber

from figure 7-6 as an inexpensive approximate shape. The force vanations
corresponding to the parameters of a constant-taper rod or other approxi-
mate shape can be found as described in the following paragraph. Once
Agl0) is determined, A, can be found from the cubic equation that results by
substituting cquation (7.3.12) into the square of equation (¢). Substituting

A, = A, = AJ0) - AL0) (7.3.15)
where
AA0) = wr(0)

the cubic equation can be written in the form

— — — ' - l
(p* p =1 = AL0VALD)] YW (7.3.16)
in which
p = AJALD)
and
pVi,

A (7.3.17)
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The Equation for Force Variation with
Imperfect Orifice Variation

If the shape of the variable diameter rod that makes Agvary with x does not
conform exactly to equation (7.3.14), F, will vary with x. The variation ¢an
be found, if Ay(x) is given, from equation (7.3.9) by differentiating it. Thus

[VF, + [IF, = =BF, (a)

in which [ ] represents the bracketed term on the left side of equation(7.3.9)
and the primes denote differentiation with respect o § = x/8,;.

Equation (a) ¢an be rearranged in the form

d..J: — ]_ — {_
=-4- 5 ®
Integrating from 0 to x, the result can be written in the form

Fxéy _ |k _ e dE 7

B = Tieexe | - 8 i (7.3.18)
in which

L Al
[ln, = 5= L (71.3.19)

Thus. if it is found that cost ¢an be saved by manufacturing a simpler shape
than given by equation (7.3.14), equations (7.3.18) and (7.3.19) determine
the consequent force variation.

Solution Procedure

The solution procedure now consists of the following steps:

|. Determine if the design is to be based on a collision with a fixed
barrier or a moving vehicle. If the former, set m,/(m, + mz) = | in equation
(7.3.11). If the later, assume m, is somewhat less than /m,, say m, = 0.9 m,.
Then my/(m, + my) = V1.9,
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2. Determine the design values of V., and @y, from system consid-
crations and from the analysis of section 7.6.

3. Compute the stroke length from equation (7.3.11) and the maximum
design force from equation (7.3.10).

4. Chose r, large enough so that the tolerances that must be held in
manufacturing the variable diameter rod arc reasonable, and chose r(0)
from design considerations. Then compute A(0) from equation (7.3.13).

5. For a given hydraulic fluid density p, compute ¥ from equation
(7.3.17), A, from equation (7.3.16), and A} from equation (7.3.15).

6. Forthe above computed values of 6,; and A, determine the buckling
load for the shock absorber(20). If it is several times F,_ . the design can
proceed; otherwise A, must be increased until buckling is not a problem.
The thickness of the cylinder walls of the shock absorber must also be
determined from buckling considerations.

7. Compute 8 from equation (7.3.12) in which A} is given by equation
(7.3.15), and then the shape of the variable diameter rod from equation
(7.3.14). If an approximate shape is desired, compute the consequent force
variation from cquations (7.3.18) and (7.3.19).

7.4 Criteria for Avoidance of Passenger Injury
In Collisions

Garrard, Caudill, and Rushfeldt[10) report the results of an extensive
literature survey aimed at determining results of auto crash testing that may
be applicable to small automated transit vehicles. The results indicate that
precise injury criteria are subject to debate, and because of the many ways
a person could impact a padded surface, no simple criterion can be ex-
pected to guarantee complete avoidance of injury. Nonetheless, criteria
have emerged that can provide practical guidance in the safe design of
automated transit vehicles.

The degree of injury depends on the magnitude, rate of change, and
duration of acceleration. Experiments have suggested the following
maximum values of deceleration and jerk for automotive restraint sys-
tems{ 10]:

Belt-strap restraints: 30 g's and 1500 g's
Airbags: 60 g's and 3000 g/s
Airbelts: 50g's and 2000 g/s

The constraint on jerk indicates that the rate of rise and fall of the force-
deflection curve of a padded dash cannot be too steep.

To take into account limitations on human tolerance to duration of
deceleration, the Severity Index (SI) was developed by C.W. Gadd of the
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General Motors Research Laboratory, and is used by the National High-
way Traffic Safety Administration as a basis for a safety criterion. The
definition of Sl is

SI = fa“ dr (7.4.1)

in which a is the deceleration in g's, n is an experimentally determined
parameter with a recommended value, n = 2.5, and 1 is the duration of the
acceleration pulse. The design guidelines developed in this chapter are
based upon both the above mentioned deceleration and jerk limits and on
the Severity Index. A value of S1 = 1000 s is the *“threshold of danger tolife
for internal head injury in frontal blows"[10]. It is further pointed out,
however, that *‘experiments with human volunteers have indicated that
severity indices of 1000 scconds are routinely sustained in collisions with
no ill effects.” Because of uncertainties mentioned above, the design
recommendations given in the following section will be based on Sl less
than 500 s,

7.5 Collision with a Constraint Device in a
Decelerating Vehicle

Farce-Deflection Characteristics

Before considering the parameter choices required for passenger protec-
tion in a collision, it is necessary to study the problem of collision of an
unconstrained body with a constraint device in a decelerating vehicle. The
body (passenger) could be assumed to be constrained by a lap and shoulder
harness, an explodable airbag, or a padded dashboard.

The force-deflection characteristics of the constraint device must be
chosen so that the acceleration and jerk limits presented in section 7.4 are
not exceeded. (The Severity Index, equation 7.4.1) will be seen to limit the
duration of the collision and hence the collision velocity.) The acceleration
and jerk limits can be met if the constraint device has a force-deflection
characteristic such as shown in figure 7-7.

The ratio F./8, is limited by the maximum tolerable jerk, and F, by the
maximum tolerable deceleration, that is, F, = ma,, in which m is the mass
of the passenger and a, the deceleration limit. Ideally, the constraint device
does not spring back all the way but absorbs some of the energy of collision
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b¢
Figure 7-7. Idealized Force-Deflection Curve for a Constraint Device

in crushing. If the dash were to absorb all of the encrgy, the force would
drop to zero at the instant of maximum deflection, and hence an infinite jerk
pulse would occur. Some characteristics of energy absorbing materials
applicable 10 padded dashboards are given in Table 1 of reference [12).

The Equivalent Problem

To determine the conditions under which the injury avoidance criteria can
be met, it is necessary to study the problem of collision of a mass with a
surface having the force-deflection characteristic of figure 7-7. The work of
reference(9] has shown that a one-dimensional treatment of the problem
gives results in good agreement with experiment. Conceptually, the prob-
lem of collision with a constraint device in a decelerating vehicle can be
simplified by recalling Einstein's Principle of Equivalence[21]. According
to the Principle of Equivalence, the present problem can be solved in a
frame of reference attached to the decelerating vehicle by assuming that
that frame is at rest but that a gravitational field is imposed that would draw
objects to the constraint surface at an acceleration equal to the deceleration
of the vehicle. The problem under consideration is therefore equivalent to
the problem, shown in figure 7-8, of a mass m falling from a height 8,5, equal
to the throw distance between the passenger and the constraint, in a
gravitational field g, = a,, where a, is the deceleration of the vehicle. The
mass m strikes the constraint device with a velocity

Voo = Jab, (7.5.1)

and sinks an amount 8, before stopping.
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Figure 7-8. Collision of an Object with a Constraint

Solution Assuming Linear Force-Deflection Curve
Consider the motion in the linear portion of the force-deflection curve of

figure 7-7. Then, if x is measured downward in figure 7-8 from the point of
impact, the equation of motion is

mx = — £ x 4 ma, (a)
¢

Here ma, is the equivalent weight of the mass m in the gravitational field a,.
The solution of equation (a) that satisfies the initial conditions x(0) = 0, x(0)
= V., 18

xs‘—;? sin w,t + :i,g (1 = COS wyd) (b)

in which w, = JF#8,m. The jerk is obtained by differentiating equation (b)
three times. Thus

x = =V, ,0iC08 ayl = @, sin ayl «©)
The first term should normally be the largest since it is dependent on the
collision. Thus, consider

RO), = Vepork = 't )

But F/m = a,, the tolerable limit acceleration. Therefore
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s, =V, % (e

in which J, is the limit value of [x(0)|. The smallest value of J/a, given in the
data of section 7.4 is 40 s, Therefore, the value of 5, that defines the break
point in the force-deflection curve of figure 7-7 must come at a value §, =
V.40 or greater if the jerk limit is not to be exceeded. But for a not
unreasonably large value of V., = 10 m/s, 8, = 25 cm. This is large enough
that the force-deflection curve is likely to be linear all the way, and the
limits on acceleration and jerk should be determined by finding the
maximum values of these quantities from equations (b) and (¢). The accel-
eration is found by differentiating equation (b) twice. Thus

X = = Vow,sin @yt + 4,008 wyf (7.5.2)

The maximum value of x is found by setting x = 0, solving for w,f, and
substituting in equation (7.5.2). The result is that the maximum occurs at

mno,.;-_i’:‘.ﬂl. H
v

+
and the magnitude of the maximum (using the identity cos 8 = 1/)/I + tan‘6)

‘s'
" a '
Nﬂn = Veplig \’ 1 +i"7‘—:w—.') (7.5.3)

Th; maximum deflection also occurs at the value of w,/ given by equation
(f), and has a magnitude

_ a, .V a i
Klmax = oé + ;?-\/l + ‘ V:w.) (7.5.49)

In a similar way, the maximum jerk can be found by differentiating equation
(c) and occurs at

s (8)

= . a!
tan wgf V.o
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On substituting this expression into equation (), the maximum jerk is

found to be
i — 7 T\
rx!w - V°w= Jl + (Va'u—“) / (7.5.5)
ep

It is seen that the maximum deflection and acceleration occur at the
same time in the second quadrant (for 7/2 < w,t < ), but from equation(g),
[lmax OCcurs early in the first quadrant. By dividing equation (7.5.5) by
equation (7.5.3),

- P (7.5.6
T N g

If. from section 7.4, this ratio is set at 40, then, since o, = Jk/m where kis
the spring constant of the dashboard, k can be found for a given m. Since
|max and Ilmax increase as m decreases, the computation of k should be
ed on a small mass. For m = S0kg, k = wim = (40)*(50) = 8(10)* N/m.
If the radical in equation (7.5.4) is eliminated by means of equation
(7.5.3),

W’,nnx - £!n (P"mx +a,) (7.5.7)

If the tolerable limits given in section 7.4 are assumed, the maximum
deflection of the constraint device, which must be possible if the accelera-
tion and jerk limits are reached, can be found. Assume the limits given for
airbelts. Then, as before, equation (7.5.6) gives w, = 40 rad/s. Then, with
[rleax = 500 m/s?,

Kimax = —L%"&)-« = 3] cm (7.5.7)

if a, is much less than p}l_,...‘. which is a desirable design condition,

Such a deflection may be possible with an airbag, but is probably too large
for a fixed padded dash. Therefore, fora padded dash, |x|q., must be lower.
If the maximum dashboard deflection is given, it is necessary o know the
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impact velocity V., required to achieve it in terms of /... The desired
relationship can be found by solving equation (7.5.4) for V.. Thus,

Vep = @nX{ma \/ I - ‘;,2—‘}“-— (7.5.8)
|

This equation, together with equation (7.5.6) determines the maximum
permissible V., based on the maximum permissible ratio of jerk to accelera-
tion and the maximum available deflection of the constraint system.

If the constraint system is a tight seat and shoulder harness, 8,, in figure
7-8 is zero and, from equation (7.5.1), V., is zero. In this case, equation
(7.5.8) gives the maximum permissible value of a,:

(@ )nas = 1V2xlaaxd (7.5.9)

In terms of the collision velocity between vehicles, and the shock absorber
deflection, (a,) is given by equation (7.3.11).

Application of the Severity Index

Under the condition a, << Va,, substitute equation (7.5.2) into equation
(7.4.1). Then, with n = 2.5, SI can be written in the form

v. .
SI = (-g“‘ ) mg'*L sin®dr ds (7.5.10)

where r = wt, and ¢ = = if the constraint device behaves like a linear spring
with no hysteresis, or ¢ = 7/2if it is linear on the forward stroke but does
not spring back and can exert no further force on the passenger after
reaching maximum deflection. The latter behavior is produced by a force-
deflection curve in which the force drops rapidly to zero once the relative
velocity of the passenger with respect to the constraint vanishes. While
such behavior cuts Sl in half, it produces a very large forward pulse of jerk
(x), because the deceleration of the passenger reaches a maximum at the
moment his velocity reaches zero. The effect is commonly felt in vehicles
which brake to a halt at a constant braking rate (constant deceleration). At
the instant the vehicle stops, the passengers suddenly lurch forward. In a
collision with a constraint, the passenger is pressed against the constraint at
the instant the motion of the passenger with respect to the vehicle stops, but
forward motion is not needed for a sudden pulse of jerk to be felt, If it is
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true. however, that the duration of the pulse is the critical factor, then
dropping the force suddenly to zero when I = 0 may be acceptable and has
the advantage of not causing the passenger 1o be thrown backward, If, ina
maximum collision, in which the acceleration and jerk limits are both
reached during forward motion of the passenger with respect to the con-
straint, the limits are not to be exceeded on the return stroke, then the
force-deflection curve (figure 7-7) cannot fall at a steeper slope than it rises,
and the dashboard must retain a completely linear character. However, as
compared 1o a constraint that returns no energy 10 the passenger, such a
zero-hysteresis dashboard doubles the Severity Index and in addition
throws the passenger backward. The SI and the throw-back phenomenon
are reduced in @ compromise solution in which the constraint is built
somewhat thicker and also retains a significant amount of hysteresis.
Equation (7.5.8), shows that, with a given V., increasing the permissible
deflection reduces w,, and therefore, from equations (7.5.3), (7.5.5), and
(7.5.10), reduces the maximum acceleration, jerk, and SI, respectively.

Consider again equation (7.5.10). From equation (7.5.6) and the discus-
sion below it substitute w, = 40 rad/s. Also, let g = 10m/s*, and based on the
above discussion, let v = m/2, but multiply the integral by 1.25 to allow for
some hysteresis. Then, performing the integration numerically.

SI = 0.8V,,’*"(l.25)L'mSin"’f dr

= 0.74V,3 (7.5.11)

in which V,, has units of meters per second. Solving for V., equation
(7.5.11) becomes

(Vep) g = [1:35(SDmaeS™ (7.5.12)
If, as suggested in section 7.4, (SDpmae = 500 8, (Vi duax = 13.5 m/s. This
limit holds only if it is smaller than the value of (Vg )aax given by equation
(7.5.8).
The Airbag

If the constraint device is an airbag, the time available for it to deploy fully
is the time required for m to fall & height 8, from rest. Thus

Deployment time = ?f& (7.5.13)
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Forexample, ifa, = 10g = 100m/s* and 8, = 10cm, the deployment time is
45 milliseconds. If the undeployed airbag is stored a distance §, from the
passenger, the average velocity of the bag during deployment is

Average bag velocity = (8, — 8,) \f 2‘1’% (7.5.14)

If 8, = 1 meter and the above parameters are used, the average bag velocity
is 20 m/s, which is well below sonic velocity of 300 m/s. Therefore, with
reasonable dimensions, ample time is available for airbag deployment
without causing harmful pressure waves.

7.6 Safe Velocities of Collision between Vehicles

In section 7.5, we have determined the limiting value of the tolerable
collision velocity V., of a passenger with a constraint device if injuries are
to be avoided. The limit is given by equation (7.5.8) in terms of the
maximum permissible values of acceleration, jerk, and constraint deflec-
tion, or by equation (7.5.12) in terms of the Severity Index. The actual limit
is of course the smaller of the values computed by these two formulas. To
complete solution of the problem of requirements for a safe design, it is
necessary to relate V,, to the collision velocity between vehicles, V... This
relationship depends on the throw distance 8,, between the passenger and
the padded surface at the moment of impact, the total stroke 25,, of the
shock absorbers between vehicles, and the ratio my/m, of the masses of the
two colliding vehicles.

The sitvation is shown in figure 7-9, in which it is assumed that the
passengers are forward facing and seated. The two vehicles collide atr = 0,
The passengers in the rear vehicle are thrown forward with respect to the
vehicle, and the passengers in the forward vehicle are pressed into their
scats. If the passengers face the rear, the situation of the passengers in the
two vehicles is reversed ina collision between vehicles of the same mass. In
a collision with a fixed barrier, the passengers are better protected if facing
the rear, but preference for forward facing seats and the very low probabil-
ity of a fixed barrier collision in a thoughtfully designed system lead us to
assume forward-facing seats. If constant force shock absorbers are used,
the velocity-time lines during collision are straight and the shaded area
represents the total stroke of the shock absorbers, 28,,, where §,, is given
by equation (7.3.7). If, as recommended in section 7.3, constant force,
constant deflection shock absorbers are used, 8, is a parameter, and the
deceleration of the rear vehicle is
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Figure 7-9. Velocity-Time Diagram of Vehicle and an Unconstrained Pas-
senger during a Collision

L
B

(7.6.1)

- = - —wn— - — —l — -
@@= Tny T AR (T mfm)
in which, consistent with section 7.3, it is assumed that two side-by-side
shock absorbers are placed on the front and rear of each vehicle.

In reference[9], it was shown that remarkably good accuracy inpredict-
ing the deceleration of the passenger during collision is obtained by assum-
ing one-dimensional motion. Atr = 0, the passenger, of mass m, is assumed
to continue moving at velocity V; until collision with a constraint device
occurs. If the throw distance 8, is short, the passenger collides with the
dash at a time such as t, or f,, while vehicle 2 is still decelerating. In this
case, the collision velocity V., of the passenger with the dash is given by
equation (7.5.1). If the throw distance 8. is long, the passenger collides
with the dash at a time such as /., after vehicle 2 and vehicle 1 reach the
same velocity, and a, = 0 during the collision. In thiscase, Vo = Ve = Vi
where V, is given by equation (7.3.4). Thus

Voo = Ve 5 |_ i (a)
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Suppose first that the tolerance limit for avoidance of injury is depen-
dent upon the acceleration and jerk limits of section 7.4. Then, the relation-
ship between V., and the length parameters 8, 8,5, and 8.4 * |X| s, is based
upon equation (7.5.8). Once squared, this equation may be written in the
form

Vis + 20,84 = @iy Case a
(b)
Vi = wpbeg Case ¢

in which 8.4, a newly defined parameter, is the maximum deflection of the
constraint device. For small throw distance, 8, V., is given by cquation
(7.5.1). Using this equation to eliminate V., from equation (b), Case a, and
equation (7.6.1) to eliminate a,, we obtain

Vo = @nbedl + my/m)'?(28,./(8, + 86.4)]'7 (small 3,,, Case a)
(7.6.2)

For large throw distance, &,. V,, is given by equation (a) and the second
form of equation (b) applies. Eliminating V,, between these equations,

Vﬂ' = wlafd(l + mgim,) (lﬂl’gﬁ 8‘.. Case <) (7.6.3)

The way equations (7.6.2) and (7.6.3) are to be interpreted is that V., is the
maximum permissible collision velocity if 8.4 is the maximum available
constraint deflection, On the other hand, for fixed 8., and 8, it is seen that
larger V., than given by equation (7.6.3) can be tolerated if (see equation
(7.6.2)) the throw distance &, is small enough so that

28,./(8y + 8.0) = | + my/m, (7.6.4)

This relationship can hold if 8,,/8.4 is larger than approximately one. To
mcreas_e the tolerable collision velocity over that produced in case ¢, ﬁgurc
7-9, it is necessary, fOl' m;, 10 be approximately equal to m,, for the shock
absorber length on one vehicle to be longer than the sum of the throw
distance and the available constraint device deflection,

" The above theory treats only Cases & and ¢ in figure 7-9. In Case b, the
vehicle is decelerating for only part of the period of collision. Thus the
dotted area in figure 7-9, which represents 8.4, is smaller than if the vehicle
decelerated throughout the entire collision period. Thus, with a given 8.,
V., could have been larger than if calculated by equation (7.6.2). Hence
using equation (7.6.2) as an approximation for Case b is conservative.

In a collision between two vehicles of approximately the same mass, the



194

. »Il.-l/, rr .
situation is most severe it the rear vehicle (with forward-facing seats) is
somewhatheavier'than the forward vehicle. Thus, for collisions between
two vehicles, let my/m, = 0.9. Then equations (7.6.2) and (7.6.3) become

Ve = 1.95 0,8,d8,5/(80 + 801" (small 3,,)
(7.6.5)

Vo = 1.9 w84 (large &)

In a collision with a fixed barrier, my/m, = 0, but there is no vehicle 1 to
absorb half the energy. Thus, the total shock-absorber deflection is the
deflection of the shock absorbers on vehicle 2. To take this into account
replace 25,, by 8,.. Then, for fixed barrier collisions,

Vee = 08cal8,a/(Bur + 8.0)]'" (small 8,)
(7.6.6)

Vo = 0,84 (large 8u)

Equations (7.6.5) and (7.6.6) determine the maximum permissible val-
ues of V., based on acceleration and jerk limits, Before discussing the
results, it is necessary to determine the range of V,, for which the Severity
Index is below a specified maximum. The maximum value of V., interms of
SI is given by equation (7.5.12). For short throw distances, the relationship
between V., and V., is found by substituting 2a, from equation (7.6.1) into
equation (7.5.1). Then

Vo = Vo, \ﬁ(l + ﬂ*-i!’iu- (small 3,) (7.6,
m, 6‘.

(If my/m, = 0, replace 28,, by §,..)
For long throw distances, the corresponding relationship is equation
(a). Thus

Ve = Vel + mym,) (large 8.) (7.6.8)

If V., from equation (7.5.12) is substituted into equations (7.6.7) and
(7.6.8), the limit values of V., corresponding to the limit in SI can be found.
Thus, for my/m, = 0.9,

Ve = 2.20 (5,6/80) (S (small 8,)
(7.6.9)
= 2.14 (SDpat (large 8,)
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Fo”"s/ml -o - ’: o .L:._ '-"1'3
Vo =(1.59(8,/80) *(SDat®  (small 5,)
(7.6.10)
= 113 (ST (large 3,)

Assuming, from section 7.4, a maximum value of (SI),.,, = 500 s, equations
(7.6.9) and (7.6.10) become

mqe'm
V, = 26.4(5,,/8,)*m/'s 6.5 sm:]i
= 25.7 m/s 0.9 large
123
Voo = 19.1(8,,/8,)"*m/s 0 small
= I3.‘gm/s 0 large

Now we are in a position to summarize the results, As indicated follow-
ing equation (7.5.6), set w, = 40 rad/s, and recall from the remark above
equation (7.5.10) that the SI computation, of necessity, neglects a, com-
pared with Vw,. This condition is most likely to be met when &y, is large.
When 8,, is small, neglect of the a, term is seen, by following the derivation
of equation (7.5.10), to overestimate SI if » = %/2 and underestimate SIif »
= ar. Without more detailed analysis the best that can be said is to assume
SI is in error if 8, is small in an amount dependent on the parameter
a/Vepwa. With these caveats, the results are as follows:

1. Collisions with similar vehicles (my/m, = 0.9).
a. Large 5,
V., is the smaller of 7684 or 25.7 m/s. Thus acceleration and jerk
limit V,, if 8.4 < 34 cm, a relation which in most practical cases must
hold.
b. Small &,
V.4 is the smaller of

788.4(840/(8en + 800" OF 26.4(8,0/5)'*m/s

If the second value is close to the first, the exact integration of
equation (7.4.1) should be used.
2. Collisions with an immovable barrier (ny/m, = 0).
a. Large 8,
V.. 1s the smaller of 4084 or 13.6 m/s.
Thus the acceleration and jerk again limit V., if §., < 34 ¢m.
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b. Small 5,
V., is the smaller of

405, 48,,/(8, + 8.2))'7 or 19.1 (8,,/8,)" *m/s,

Consider the physical significance of these results. If the constraint
device is a fixed padded dashboard, assume that a maximum practical 8.4 =
15 cm. Then for mym, = 0.9 and large throw distance, V. must be
restricted to below 11.4 m/s. Thus, if the line speed is below this value and
the worst collision is a vehicle moving at line speed colliding with a similar
vehicle standing still, a fixed padded dashboard provides adequate protec-
tion. If fixed barrier collisions are possible, it must be possible to slow the
vehicle to 6 m/s before collision.

If higher line speeds are to be used, adequate protection requires
smaller 8, than possible with a fixed padded dashboard. Assume the
constraint device is a seat/shoulder harness. Then 8, = 0 and, if my/m, =
0.9,

(Vedmax = T8(B.qBy0) *m/s (7.6.11)

In this case, 8.4 is the maximum stretch of the seat/shoulder harness.
Assume (5ea)mas = 30 cm. Then (Vo )pay = 42.7 8'5,m/s. Ifé,, =05m,
values of V., up to 30 m/s or 67 mi/hr can be sustained without injury if the
vehicle is not crushed. Check the SI criterion. In this case, V,, = 0,
therefore integration of equation (7.4.1) should be based on the second term
of equation (7.5.2). Substituting into equation (7.4.1), the result may be

written in the form
-

(Veodmax = [48,8(1 + my/m,))" (e, SV cos** dr)**
= 48.7[6,.(1 + mg/m))'? (7.6.12)

for values used above. Then if my/m, = 0.9and §,, = 0.5m, (Vi )pax = 47.5
m/s. Since this is greater than 30 m/s, computed above, (Vi )nu is still
determined by the acceleration and jerk criterion.

If the constraint device is an airbag, 8,, is not zero but a few centimeters,
and 8.4 may be larger. In this case (V. )g,x may be somewhat larger.

If the collision is with a fixed barrier and we wish (V). = 30m/s, then
if 8.4 = 30 cm and §,, << &.4, we have

30 = 40(0.3 3,,)'*

so that we must have ,, = 1.88 m. Since this is generally impractically long,
it is impractical to provide protection in fixed barrier collisions at 30 m/s,
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The advantage of the airbag in severe collisions, but the undesirability
of deploying it in mild collisions suggests a solution in which the airbag is
triggered, for example, by a pressure device attached to the hydraulic
cylinder of the shock absorbers at a given pressure, and hence given
deceleration level. For a given stroke, 38,,, deceleration level, and mass
ratio, equation (7.6.1) determines the value of V,, at which the airbag is
deployed. The corresponding pressure differential is then given by equa-
tion (7.3.1). Because an oblique collision may not involve the shock ab-
sorber, the airbag may be triggered by an inexpensive accelerometer de-
signed 1o actuate at a given rate of deceleration, again determined by
equation (7.6.1).

7.7 Oblique Collisions

Because of the possibility of wedging vehicles into the guideway, the
worst type of collision in a guideway transit system is an oblique collision.
Fortunately, however, the probability of such a collision is very low, Itis
the product of three probabilities: (1) the probability of a sudden decelera-
tion failure, (2) the probability of a simultancous failure in a braking or
failure detection system, and (3) the probability that both failures happen to
occur at a merge point in the guideway. Nonetheless, it is prudent to be
aware of the consequences of such a collision and the measures necessary
to minimize the probability of injury to the passenger.

Consider a collision at a merge point as shown in figure 7-10. A vehicle
of width w and velocity V traveling on a straigt piece of track, the
centerline of which is the x-axis, collides with a vehicle with the same width
and velocity merging with it on a spiral section. From equation (3.2.11), the
equation of the spiral is

y = KJ"}, » (a)

‘!—' jw
—w
= "
¢ *v
Figure 7-10. Geometry of an Obligue Collision
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At the point of collision, y = w because the angle of collision, @, is small.
For the same reason, # is approximately

0 =P u fa (b)

For y = w, solve equation (a) for x and substitute into equation (b). The
result is

. R A7
9 “m A/ (7.7.1)
|

w

Assume each vehicle is equipped with crushable bumpers on the sides
designed to compress an amount 8, in an obligue collision at normal line
speed V. When the side bumper on each vehicle has compressed an amount
3, the forward motion of both vehicles has stopped. Thus, the oblique
collision is equivalent to a fore-aft fixed barrier collision in which the
shock-absorber deflection 8,,, using equation (7.7.1), is

Bu = 321. =121 J__":,‘;-n,- (7.7.2)

-~
For standing-passenger vehicles, J, = 1.25 m/s* and w = 2.4 m. Thus
Jw* = 7.2. For seated-passenger vehicles J, = 2.5 m/s* and w =17 m.
Again, J,w* = 7.2. Thus equation (7.7.2) becomes ‘

B, = 0,635,V (7.7.2a)

With this value of 3,,, the maximum tolerable collision velocity V., ¢an be
found from the results of section 7.6 for the case of collision with an
immovable barrier, Foragiven V, itis necessary to choose 8,, 8, and 8.4 50
that V., = V. :

7.8 Summary

Headway requirements for collision avoidance in on-line station systems
depend on the kinematics of deceleration into stations, and was treated in
section 4.2. In off-line station systems, the headway requirements for
station flow can be determined by use of the same theory. Chapter 7,
therefore, deals only with safe operation on line in off-line station systems.
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[tis divided into two parts, In the first part, section 7.2, the problem of the
kinematic and design characteristics needed to avoid collisions in the
presence of one major failure is treated. To determine these characteristics,
two types of failure are treated: (1) the sudden deceleration, and (2) the
sudden acceleration. Because it could be treated by the same approach, a
third problem is treated: The failure of a vehicle to decelerate toastop ina
station when commanded. The result of analysis of the two types of on-line
failures leads to the conclusion that the minimum headway for a given set of
design characteristics is determined by the deceleration failure, not by the
acceleration failure. The reason is that, in an economical design, the power
available for acceleration at line speed will permit only about half the
average acceleration to occur. Thus there is ample time to detect the failure
and shut off the power before a collision occurs.

In a deceleration failure the minimum headway depends on the choice
of design characteristics. The first choice is between constant force braking
and constant, controlled deceleration braking. In the first case, variations
in vehicle weight, wind, grade, and guideway coefficient of friction enter
into the computation of minimum headway(5,8) and make the predicted
minimum headway quite variable, If controlled deceleration braking is
used by means of a feedback control mechanism, a more reliable and lower
prediction of minimum headway is possible. If traction through the wheels
isemployed, the minimum headway is about four or five seconds if standing
passengers are permitted, or about two or three seconds if all passengers
must sit. If traction through wheels is rcplach by linear electrical propul-
sion and braking, if care is taken in the design to climinate causes of sudden
stops (such as the locking of high friction wheels), and if advantage is taken
of the electric braking to lower the overall time constant for application of
the brakes to about one-tenth second or less, then the minimum headway
reduces to less than one quarter second at 15 my's,

If the emergency braking system fails to operate when one of the above
types of failure occur, then it is not possible in general 1o avoid a collision,
Thus, in the second part of chapter 7, the problem of determination of the
design and kinematic conditions required to avoid injury to the occupants is
considered. The bagsic design elements for minimization of injury are shock
absorbers on the vehicle and passenger constraint mechanisms such as a
padded dashboard, a scat/shoulder harness, or an airbag. The most effi-
cient shock absorber is one that produces constant force throughout its
displacement to minimize the length required and also produces full stroke
for all collision velocities to cause the vehicle to decelerate at a rate no
greater than needed. These characteristics ¢an be attained by use of a
variable orifice hydraulic shock absorber, the characteristics of which are
developed in section 7.3. In section 7.4 criteria for avoidance of injury in
terms of maximum deceleration, maximum jerk, and severnity index are
developed. With this background, the tolerable velocities of impact of the
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passenger with the constraint mechanism are developed in section 7.5, and
it is shown that the force-deflection curve of these devices should be linear
on the increase to avoid exceeding the jerk limit. In section 7.6, the
tolerable range of collision velocitics both between vehicles and with a
fixed barrier are determined. The results are summarized at the end of
section 7.6 in terms of three characteristic lengths: the throw distance
between passenger and constraint mechanism, the deflection of the con-
straint mechanism, and the stroke of the shock absorber. The conclusions
are that. if the constraint mechanism is a fixed padded dashboard, practical
values of the above three lengths will permit collision without injury witha
vehicle of ten percent greater mass if the collision velocity is below about 11
m/s. If an airbag or scat/shoulder harness is used, the safe collision velocity
with a vehicle of ten percent greater mass increases to about 30 m/s. If the
collision is with a fixed barrier, the limit collision velocities must be
reduced to almost one half the above values. The final topic, treated in
section 7.7, is the problem of oblique collisions. It is shown that such a
collision is equal in severity to a fore-aft collision with a fixed barrier if the
shock absorber stroke is equal to the lateral crushing capability of the
vehicles divided by the collision angle. Since this angle is quite small (about
12 degrees), the equivalent shock absorber length is over one meter. At 10
m's a fixed padded dashboard is an adequate constraint; however, at 15m/s
an airbag or seat/shoulder harness is needed.

Y
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Life Cycle Cost and
Reliability Allocation

.1 Introduction

he life cycle cost of a system is the sum of the acquisition cost and the
Ipport cost. The acquisition cost is the purchase price plus the interest
ost (see Appendix A); and the support cost is the cost of labor, equipment,
sare parts, and the associated logistics required to operate the system and
vkeepitin operation during its useful life, Every chapter in this book deals
irectly or indirectly with the problem of minimization of the acquisition or
Ipport cost of transit systems, and it is found that the costs vary widely
pending on the choice of a large number of parameters. In this chapter,
le variation of the costs with subsystem reliability is considered.

In a given transit system, defined by the types of components used and
le service provided, the acquisition cost will generally increase with the
ailt-in reliability of the components and subsystems, as shown in figure
1. On the other hand, the support costs reduce as reliability increases

Cost 4

lifecycle cost

acquisition cost

SUPPROrt cost

Reliability
Figure 8-1. Life-Cycle Cost
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because the frequency of maintenance declines. Thus the life cycle cost, as
shown in figure 8-1, exhibits the character of a U-shaped curve with a single
minimum point. Each subsystem, such as a motor, & controller, a braking
system, or a wayside computer also possesses a similar life cycle cost
curve. If each subsystem is designed so that its life cycle cost is minimum,
the system life cycle costis a minimum. If the system reliability is adequate
at minimum life cycle cost, no further analysis is needed; however, the
more usual situation is that in which system reliability must be increased.
The problem then presents itself as to how to allocate subsystem re-
liabilities in such a way that the system life cycle cost is minimized at the
required level of system reliability. Thisis a standard Lagrangian minimiza-
tion problem, the solution of which is the main subject of this chapter. After
completing this work, the author became aware that & similar approach had
been developed by Everett|1]. The author’s own original analysis of this
problem has also been published.[2].

To solve the minimization problem in a meaningful way for transit
systems, it is necessary to define & meaningful and accepted measure of
system reliability, and to establish a means of classification of failures.
System reliability is commonly measured in terms of **availability,"" and is
treated in the next section. Classification of failures then follows.

8.2 Availability and Unavailability

Service availability in transit systems has been the subject of a great deal of
analysis[3]; however, at the time of writing no completely accepted
methodology has developed nor can it develop without considerably more
operational experience with automated systems. Nonetheless, a logical
formulation is possible which can be described in enough detail for the
purpose of this chapter. The common definition of lran;i't system availa-
bility is the ratio of the nominal trip time to the nominal trip plus the average
time delay due to failures. To take into account variations in availability in
various parts of the system at various times of day and on various days, the
following definition of service availability A is more suitable:

. PH, B (8.2.1)
A =pH, + PHD,
in which PH,, is the number of passenger-hours of travel per year on the
transit system, and PHD,, is the number of passenger-hours of delay due to
failures per year,
Define “unavailability' as

. = PHD (8.2.2)
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In a perfect system, ¢ vanishes. If € is much less than 1, as it must be if the
system operates satisfactorily, equations (8.2.1) and (8.2.2) gives

= 1.
A—l+¢ l - ¢ (8.2.3)

Thus the sum of availability and unavailability is practically equal to one.
Unavailability is the more useful measure of system performance because,
as shown in section 8.5, it is the weighted sum of failure rates, and such a
formulation is advantageous in the solution for the constrained minimum
life cycle cost.

The quantity PH,, can be expressed in the form

PH,, = (Person-trips/yrAverage trip time)
= (Equivalent work days/yr)(Trips/work day) <L,>/V,,

= 3001, ~VL!—< .'> (8.2.9)

- < .’..".._'. e (=2
in which 14 is the number of trips in an average work day, <L,> is the
average trip length, and V,, is the average trip speed (see chapter 4). In the
form given by equation (8.2.4), PH,, is directly obtained from data nor-
mally available. A meaningful expression for PHD,, depends upon the
following definitions of subsystems and classes of failure.

8.3 Subsystems of an Automated Transit System

To make the analysis specific and therefore more meaningful, consider that
an automated transit system will generally contain the types of equipment
listed below:

Basic Components (without listed subsystems):
1. Vchicles

2. Guideways

3. Stations

Vehicle Subsystems:

1. Automatic vehicle door

2. Propulsion system

3. Control system including sensors and actuators
4. Power conditioning and/or supply system

5. Braking system
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6. Switching system
7. Failure detection system

Wayside Subsystems:
1. Passenger processing equipment in stations (fare collection, destina-
tion selection, ticket vending, turnstiles)
2. Automatic station doors
3. Station entry monitors
4. Station-operated vehicle dispatchers
5. Merge point communication and control units
6. Diverge point communication and control units
7. Wayside switches
8. Wayside vehicle presence sensors
9. Wayside-to-vehicle, vehicle-to-wayside communication equipment
10. Central empty vehicle dispatcher
11. Central trip register and dispatcher
12. Central power supply

8.4 Classes of Failure

Each subsystem may, in general, fail in ways which produce different
consequences in terms of the average number of passenger-hours of delay.
These different modes of failure will be defined as different “‘classes of
failure,” and they need to be distinguished in this analysis in order to
compute the number of passenger-hours of delay, and then the unavaila-
bility.
Some examples of classes of failure are the following:

Vehicle failure ¢lasses:

1. Vehicle is permitted to continue to nearest station, where passengers
must egress. Vehicle is dispatched to maintenance. The number of
passenger-hours of delay is the time lost by p, passengers in transfer-
ring to second vehicle.

2. Vehicle is required to reduce speed but is permitted to continue to
nearest station, where passengers must egress. Vehicle is dispatched
{0 maintenance. The number of passenger-hours of delay is as com-
puted in Class 1 plus time lost by people in a string of vehicles required
to slow down while the failed vehicle advances to nearest station.

3. Vehicle stops or is required to stop and is pushed or towed by adjacent
vehicle to nearest station. After people in the two affected vehicles
egress, failed vehicle is pushed or towed to maintenance. The number
of passenger-hours of delay is computed as in Class 2 but time delay is
longer.
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4. Vehicle stops and cannot be pushed or towed by adjacent vehicle.
Must wait for rescue vehicle. The number of passenger-hours of delay is
computed as in Class 3 but the total time delay is much longer and depends
on the availability of alternative paths.

Merge point command and control unit failure classes:
I. Vehicles can proceed through merge point at reduced speed.
2. Vehicles must stop until unit is repaired.
3. Collision occurs.

Diverge point command and control unit failure classes:
1. Occasional vehicle is misdirected.
2. Entire stream of vehicles is misdirected.

8.5 Passenger-Hours of Delay per Year
and Unavailability

Let

g
ry

MTBF,

L

the number of different subsystems, as identified in section
8.3

the number of classes of failure of the ith type of subsystem
the number of i-type subsystem in the transit system

the number of hours the i-type subsystems are in service per
year, If the subsystem is aboard a vehicle, T, is the number
of hours per year a vehicle is in service. Let this number be
T.. Typically T, is about 10 hours/day times 300 days per
year, or 3000 hours/year. If the subsystem is at wayside and
the system operates 24 hours perday, T, = T, = (24)(365) =
8760 hours per year. If the system operates say six days a
week and I8 hours per day, T, = 5616 hours per year.
mean time between failures of the ith class of the Jth type of
subsystem v :

The MTBF of interest in transit systems is that which occurs due to
random failures of maintained equipment. Unlike a spacecraft, a transit
system can and should undergo periodic checks at a frequency greater by a
factor of at least five than the failure rates to diagnose potential failures and
to replace components that wear out. The time intervals between preven-
tive diagnostics and maintenance are therefore short compared to the
MTBFs. In this circumstance, the probability of failure in a given time
increment is not strongly a function of time,and can be assumed, in the
service interval, to be random\.Then the number of j-class failures per year
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of a piece of i-type equipment is simply T/MTBF,, and the total number of
failures per ycar is

- r T,
. SM1BF,

=l =

Let 7, be the mean time delay of a person involved in aj-class failure of
i-type equipment, and let n,, be the mean number of people involved in such
a failure. The, nyry is the mean number of person-hours of delay due toa
j-class failure of i-type equipment. Thus,

]

9
PHD,, = S nl; 3 ﬂ"ﬁvﬂ (8.5.1)

=i

-

-

As indicated in the definition of T;, there are generally two values for T,
T, for vehicle-borne equipment and T, for wayside equipment. If there are
N, vehicles in the system, equation (8.5.1) can be written

N

L
PHD,. = N.T,S S -Mfu_+ T, r S Ay
" 2 % wTBF, ,.,.%, ‘2 N1Br,

(8.5.2)

in which p,, is the number of types of vehicle-borne subsystems, and py, =
P = Pu is the number of wayside subsystems. The unavailability is now
obtained by substituting equations (8.2.4) and (8.5.2) into equation (8.2.2)

8.6 The Constrained Minimum Life Cycle Cost

The life cycle cost of a system is the sum of the installed costs of all
subsystems plus the sum of the operating and maintenance (support) cost of
all subsystems. Thus it is possible toexpress the life cycle cost (LCC)in the
form

Prg P
LCC = NS LCC{xy) + 2 nLCC{xy) (8.6.1)
1

I=1 =Pyt
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in which x;, = MTBF, and the functional dependence of subsystem life
cycle cost on reliability is explicitly indicated, that is, LCC, is a function of
the MTBFs for all classes of failure associated with i-type subsystems.

The problem posed is to minimize LCC subject to a constraint—the
given value of ¢, where ¢ is a function of all x,. To find the constrained
minimum, a problem first solved by the French mathematician Lagrange
(1736-1813), assume that ¢ is solved for one of the x, say X,,. Then, in
principle, substitute x,,, a function of all of the other xy, into LCC., In this
case, the condition that LCC is minimum is

ILCC | BLCC BXpe _ (8.6.2)

axy X Xy

in which { and j take all values in the rangesj = 1, ...,qand i = I, ..., p
except for the single combination of values i = m,j = n, Sincc e = e(x,)isa
given constant,

de | de ity _
axg *ox dxy 0 (3.6.3)

for all i, j except m, n.

Place the right-hand term in each of equations (8.6.2) and (8.6.3) on the
right side of the equal sign and divide equation (8.6.2) by equation (8.6.3).
The result can be expressed in the form

BLCC  GLCC

__a.ty_ = _aiﬂ_= -
de - de A (8.6.4)
axy 1} .

in which, because x,,, could be any of the x,;, A has the same value for all ij.
The constant A is called a Lagrangian multiplier. 1\ . {.
From equation (8.6.1), a 2

aLcc _ , aLCC,
axy 'axy

(@)

in which r; = N, if the index corresponds to a vehicle subsystem. Similarly,
from equation (8.2.2) and (8.5.1) (x; = MTBF),

3-" u _Aﬁﬁd_ ®
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Substituting equations (a) and (b) into equation (8.6.4), the Lagrangian
multiplier becomes

_ | pHT, ALCC,
A ( Mo 1) MTBFu 53475, (8.6.5)

in which the substitution x,, = MTBF has been made, and T, = T, or T,
depending on the location of the equipment. The solution to the problem of
the constrained minimum life cycle cost is determined by the condition that
the quantity defined by the right side of equation (8.6.5) is the same for all
failure classes of all subsystems.

Equation (8.6.5) contains three kinds of factors:

(1) PH,,/T, is the number of person-hours of travel on the system per
hour of operation of i-type equipment, & factor determined from an under-
standing of the physical characteristics of the system and from an estimate
of patronage.

(2) nyryis the number of person-hours of delay due to a j-class failure of
i-type equipment. It is a matrix of values determined from classification of
all failure modes, from estimation of the mean delay time due to each failure
mode. and from estimation of the mean number of people involved in cach
failure mode. The latter factor, ny, is proportional to patronage, but since
PH,, is also proportional to patronage (see equation (8.2.4)), A is indepen-
dent of patronage.

(3) The remaining factor in equation (8.6.5) depends on the reliability-
cost relationship for cach subsystem and is determined separately for each.
The character of the function A(MTBF) may be seen with the help of figure
8-1. When the slope of the life cycle cost curve is zero, A = 0. The solution
lies to the right of this point since one would not consciously pay more for
less reliability. The function A(MTBF) is monotone increasing to the right
of A = 0if IA/AMTBF > 0 there. If A(MMTBF) is monotone increasing, it
possesses a unique inverse MTBF(A)and, as we will see, the problem of the
constrained minimum life cycle cost has a straightforward and unique
solution. To determine if A(MTBF) is monotone increasing, consider the
derivative of equation (8.6.5):

arn [ PHT JLCC #LCC
IMTBF, '( 7.,%,*)”"’5(2 amrer, * MTER 'aJTlTB'r'f)

Thus, 2A/aMTBF, > 0 and possesses & unique inverse if both the slope and
curvature of the function LCCAMTBF ) are positive, as is shown in figure
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8-1. Since it likely that LCC, approaches infinity as MTBF,, approaches
infinity, it is unlikely that # LCC/aMTBF7, is ever negative, but even ifitis,
the curve A(MTBE,) is still monotone increasing if

aLcc, .. MTBF, | #Lcc,
aMTBF, ~ 2 AMIBES

Without more information on the functions LCC(MTBF) it is not possible to
prove rigorously that the above inequality always holds, but it seems highly
plausible and will be assumed in the following analysis. Thus it will be
assumed that A(MTBF) possesses a unique inverse MTBF(A) as shown in
figure 8-2, but to cover contingencies, it will be assumed that if MTBF(A) is
not unique the lowest value is to be used. Thus, as shown in figure §-2, if A
is plotted as a function of MTBF, for each failure class of each subsystem,
the optimum value of each MTBF, for the minimization of system life
cycle cost can be found if the solution value of A for the entire system is
found.

The system value of A is found by satisfying the given constraint on
system unavailability. Combining equations (8.2.2) and (8.5.1), we can now
write

»

i &
N = gy > nl; ;‘i H%T) (8.6.6)

LI N TT

> HTBF‘

0
(MTBF,) oo,

Figure 8-2. The Lagrangian Multiplier
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in which the functional dependence of MTBF, and hence of « on A is
indicated. Thus, the solution proceeds as follows: For each failure mode of
cach subsystem, A(MTBF,) is found and plotted. The inverse functions
MTBF 4A) are found from curves such as figure 8-2 and are used to
compute the system curve e(A) from equation (8.6.6). As indicated in figure
8-3, ¢ is maximum at A = 0in the domain A = 0 and is monotone decreasing
as A increases. The latter conclusion is a direct result of the facts (1) thatall
MTBF, increases as A increases (see figure 8-2) and (2) that e(A) is a sum of
reciprocals of the MTBF (see equation (8.6.6)).

If €,pec = €(0), Where €. is the specified level of system unavailability,
A = 0 and the solution is obtained by setting all MTBF, such that all
ALCCJAMTBF, = 0. In the usual case, hOWeVer, € < €(0). Then, as
indicated in figure 8-3, the specified value of system unavailability yields a
unique value A = A,,. By entering the family of curves of A versus MTBF
with A @ unique set of values of (MTBFy). are found. These values
minimize system life cycle cost subject to the specified level of system
unavailability.

If a given subsystem has only one class of failure there is a single set of
curves like figure 8-1 for that subsystem. If in @ certain subsystem there is
more than one class of failure, it is implied in the above minimization
process that it is possible to derive the curve LCC(MTBF,)for one particu-
lar value of j while holding the MTBF,, for all other j constant. Itis not ¢clear
that this would always be possible, but if not, the implication would appear
1o be that the definition of subsystems must be further broken down.

Certainly the curves of LCC versus MTBF are not easily obtained in the
early phases of a design. Preliminary reliability allocations are, however,

i
i
1
|
]
i
|
]
]
i
!
¥

—

0 A

Fon

Figure 8-3. The System Constraint Function
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necessary if a rational design is to ensue. Therefore, LCC versus MTBF
curves must be estimated in successively more detail by a three-step

process:
1. Parametric analysis of costs as functions of various system parameters

2. Refinement of costs by analogy with similar systems
3. Engincering cost analysis based on detailed designs

Out of such analysis, increasing refinement of the functions 3LCCY/
AMTBF , can be made, but at increasing engineering cost. As indicated in
the next section, a preliminary allocation of subsystem MTBFs can be
made without life cycle cost data; then, in section 8.8, it is shown how to
obtain the next level of approximation based on preliminary values of
aLCCJaMTBF,.

8.7 Approximate Solution to the Problem of
Reliability Allocation
Equation (8.6.6) suggests the preliminary assumption
MTBF y = CligaTuns (a)
in which C is a constant and, to avoid confusion later, the dummy sub-
scripts have been changed. This formula suggests that the MTBFs be
allocated in proportion to the number of person-hours of delay due to a

particular kind of failure. The constant C can be found by substituting
equation (a) into cquation (8.6.6). Thus

I S :
C —G’«—P"" ..i, riaq, (b)

Substituting equation (b) into equation (a)

- MHonT N1
MTBF.. = fa_n Ny ’: Y (©)
in which
Pos
7 |
v=y _:.N_ § 4 8.7.1
=1 q' + T' L J (-'u‘l ’ ! ( )
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is the sum of the total number of failure classes defined for vehicle subsys-
tems plus a weighting factor times the number of failure classes in all
wayside subsystems.

In many cases M, can be expressed in the form

Man = TTomn (8.7.2)

in which n1., is the mean flow of people involved in a failure of subsystem m.
(Cases in which n,,, is not proportional to a flow are of lesser importance to
system availability and, in any case, can be treated simply by substituting
N TOT NyToe.) Thus, equation (¢) becomes

MTBF,, = it gﬁ?& s (8.7.3)

Cagec

The strong dependence of the required reliability on the time delay due to
failure, 7., is clearly evident from equation (8.7.3), thus indicating the
importance of developing operational strategies in which failures can be
cleared as quickly as possible. Since #t,, N, and PH,, are all proportional
to patronage, the required MTBF is proportional to patronage, a conclusion
that is intuitively reasonable. Also, equation (8.7.3) shows that, for a given
patronage, if N, increases due touse of smaller vehicles, MTBF,, increases
unless by design changes 7, is decreased enough so that the product Nethe
does not change. Thus, if 7, varies as N the reliability requirements do
not worsen in small-vehicle systems.

8.8. Approximate Solution to the Problems of
Minimization of Life Cycle Cost and
Reliability Allocation

Equation (8.7.3) allocates the reliability requirements in proportion to the
number of person-hours of delay due to each type of failure, but makes no
allowance for the possibility that the life cycle costs of some subsystems
may change more rapidly with MTBF than others. Toaccount inas simple a
way as possible for such variations, assume in equation (8.6.5) that, in the
region of interest, the slopes of the curves of LCC, versus MTBF, are
constant, that is, independent of MTBF. Then equation (8.6.5) can be
solved for MTBF,:

172
MTBF, -( - FT;,‘%) (8.8.1)
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in which

If equation (8.8.1) is substituted into equation (8.6.6), the result can be
solved for A'2, Thus

&
Mm = (jlil_;m-z rT}? z (M.;LCC'“)W (8.8.2)
1

”~

On substituting equation (8.8.2) into equation (8.8.1) and changing the
dummy indices i,j to m,n in equation (8.8.1), the MTBFs are seen to be
allocated according to the equation

MuTrmn Nole
MTBF,, = —g:—ﬁ{,: 2_. (8.8.3)
. . /,I;’ - '(*&‘r._.__({‘/{‘): e S o ol
in which PHy Pr %a Tisir » Ay foe

g

(%)

S (_mge Lecy \"°
;'| RloaTmn Tu.

(l_rw)in P r 9 nyry LCC! 1t

(8.8.4)

If subscript m corresponds to a vehicle subsystem, T,, = T, and the
second double summation, dependent on the wayside subsystems, is
weighted by the ratio (T,J/T,)', which is greater than one if T, is greater
than 7,. If subscript m corresponds to a wayside subsystem, T, = T, and
(T,JT,)"* factors out of equation (8.8.4). The second double sum is again
weighted with respect to the first by the factor (T/7,)"*. As indicated in
section 8.5, in most cases (T,/T,)'* = (8760/3000)'* = |.7 > |, Thus the
systems in operation longer weigh more heavily in determining the
reliability requirements, as should be the case. It is also seen from equation
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(8.8.4) that, since LCC,,, is in the denominator, failure modes for which
LCC increases more rapidly with MTBF are allocated a smaller MTBF, the
correct direction to minimize life cycle cost. Moreover, even without
accounting for variations in LCC’, equation (8.8.4) is more realistic than
equation (8.7.1) in that failure modes for which myry is larger weigh more
heavily in determining the subsystem MTBF requirements. Since the LCC”
appear in equation (8.8.4) only under square-root signs, variations in the
corresponding ratios have a diminished effect on the MTBF requirements.

If all failure delay times are held constant except T, and equation
(8.7.2) can be used, MTBF ., is proportional to 7., not to 72, asis the case
with equation (8.7.3); however, if all of the 7., are reduced in the same
proportion, MTBF,, still reduces in Proportion o 7h,. If one of the 7y is
large, all of the MTBF,, must suffer an increase in order to meet the
specified system unavailability, €ge. This is clearly as it should be.

Note from equation (8.8.3) that, if equation (8.7.2) is substituted,
MTBEF ., is proportional to the ratio i/ PH,,, thatis, the ratio of flow rate in
people per hour to person-hours of travel per year. This ratio is indepen-
dent of patronage; however, N, is proportional to patronage (see chapter
4). Therefore, the MTBF requirements are proportional to patronage and to
the number of vehicles in the system at a given patronage level. If the
reliability requirements are not to increase in smaller vehicle systems
(larger N,), it is necessary that the operational control system be designed
so that the squares of the delay times due to failures decrease in the same
proportion as N, increases, that is, that the product N7, remain fixed. As
the system size increases, PH,, increases in proportion to N,; therefore,
the reliability requirements change as the system grows only insofar as the
flow rates may be larger in a larger system.

Note in equation (8.8.3) that MTBF , is inversely proportional to PH,,.
This may seem counterintuitive, but, from equation (8.2.2), at fixed € an
increase in PH,, implies an increase in the number of person-hours of delay
per year. An increase in the latter quantity clearly implies a decrease in
MTBF requirements.

8.9 Reliability Allocation in Sub-systems

A transit system is composed of vehicles, stations, wayside equipment, and
central facilities. For the system as a whole, each of these systems is a
subsystem. But a subsystem in this sense may be composed of *‘sub-
subsystems.” For example, if a vehicle is called a subsystem, its propul-
sion system, braking system, control system, and so forth, may be called
“sub-subsystems.”” Each of these *“sub-subsystems”’ can further be bro-
ken down into components or **sub-sub-subsystems.™ In application of the
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theory culiminating in equations (8.8.3, 8.8.4) the classification of subsys-
tems is arbitrary. The user should, however, pick as “‘subsystems'’ the
largest units for which specific failure consequences can be defined. Sucha
unit may be an entire vehicle because fatlures of its **subsystems’’ produce
consequences such as defined in section 8.4 regardless of which **subsys-
tem'' failed. Similarly, several different types of station failures may cause
identical consequences in terms of passenger delay. The requirement for
selection of subsystems is that it be possible to derive a specific value of
Nun7un fOr each of its classes of failure,

" A “class of failure” may or may not be uniquely identified with a
specific component or sub-subsystem failure, If it is, then the correspond-
ing MTBF,,, uniquely defines the required MTBF of a specific component
or subsystem. If not, any one of a number of failures can cause a failure of
class “‘mn.”" In the latter case, one can write

X
MIBF-L, = > MIBF . (8.9.1)

A=

in which there are K **sub-subsystems™ or components, the failure of any
one of which will cause a failure of class “‘man"". Equation (8.9.1) states
simply that the failure rate MTBF ' of a failure class or “*system'” is equal to
the sum of failure rates of a series of independent units, the failure of any
one of which produces a “*system’” failure.

But the theory of equations (8.8.3, 8.8.4) defines MTBF,,,,. Then equa-
tion (8.9.1) may be considered as a constraint equation upon the basis of
which the sub-subsystem MTBFs can be allocated to minimize the life cycle
costofthe subsystem, Thus, replace € inequation (8.6.4) by MTBF . Then

IMTBF' _ | @)
aMTBF, =~ MIBFi

Equation (8.6.4) now takes the form

A = MTBF} a"’fcﬁ (b)

Following the denivation of equations (8.8.3, 8.8.4), solve equation (b) for
MTBF,. Thus

MTBF, = N"™(LCCy)'* (©)
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Substitute equation () into equation (8.9.1), solve for A'* and drop the
subscripts mn for brevity. Then

K
AVE = MTBF Y (LCCY)™ (d)
k=1

in analogy with equation (8.8.2). Now change the dummy subscript in

equation (¢) and substitute equation (d) into equation (¢) 1o obtain the
desired result:

X L1
MTBF, = MTBF Y LG (8.9.2)
=\ LCC;

Equation (8.9.2) shows that the MTBFs of cach of a set of K sub-
subsystems should be allocated in proportion to the known required mean
time to failure of the subsystem, and weighted in inverse proportion to the
square root of the corresponding slope of the sub-subsystem life cycle cost
curve. If all of the LCC;, are the same, then MTBE, = K(MTBF) asis tobe
expected, that is, if each of K components can fail in such & way as to
produce a failure of the sub-subsystem of which they are a part, the failure
rate of the sub-subsystem is greater than the failure rate of each of the
components by the factor K.

Equation (8.9.2) together with equations (8.8.3, 8.8.4) lay the founda-
tion for allocation of reliability requirements of all components and subsys-
tems in a system of any degree of complexity.

8.10 Simultaneous Failures

The form of equation (8.5.1) assumes that failures act independently, that
is, that if two failures were to occur simultaneously the total number of
person-hours of delay would simply be the sum of the corresponding terms
for independent failures. This is clearly not always the case because itis
possible that the simultaneous occurrence of two independent failures
could cause a collision, If precautions have not been taken in advance (o
minimize the consequences of collisions, the sum of the nyry for two
simultancously acting failure modes could greatly exceed the correspond-
ing sum if the two failures occur at different times.

Strictly speaking, then, we should add to equation (8.5.1) terms corre-



219

sponding to interactive failures. These terms will contain products of the
MTRBF, in the denominators and, in the differentiation process leading to
equation (8.6.5) and the subsequent equations for required MTBFs, will
lead to fundamental complications—de/dx, becomes a function of all in-
teractive failure modes, not just of x;,. But, in a well-designed system, the
probability of collisions involving greatly increased delay must be very
small. Therefore, it is better to use the theory developed and to proceed
iteratively 1o consider the consequences of simultaneous failures. The
following procedure is recommended: First compute the required MTBFs
from equation (8.8.3). Then, having the required MTBFs for individual
failures, compute the MTBFs for simultaneous, interactive failures and
estimate the corresponding nyry for them. If the corresponding contribu-
tions to equation (8.6.6) add significantly, to €, then a new smaller ;.. must
be defined and the calculation repeated until the €. plus the € correspond-
ingto collisions does not exceed the desired e, counting all failures, A case
of simultancous failures is considered in section 9.5,

8.11 Summary

A method is developed for allocation of the reliability requirements of the
subsystems and sub-systems of an automated transit system in such a way
that life cycle cost is minimized. Besides a complete classification of the
subsystems and their failure modes, the method requires knowledge of (1)
the vearly number of hours of operation of the vehicle-borne and wayside
equipment, (2) the mean number of person-hours of delay due to each
failure (failure effects analysis), and (3) the slopes of the curves of subsys-
tem and sub-subsystem life cycle cost versus MTBF.

The solution is given by equations (8.6.5) and (8.6.6); however, using it
the numerical solution is graphical. An analytic approximation, adequate if
the vaniation in the slopes of the life cycle cost curve are small, is given by
equations (8.8.3, 8.8.4) and equation (8.9.2). The latter solutions have the
additional advantage of providing a great deal of insight into the behavior of
MTBF requirements with various parameters, for example, the MTBF
requirements are:

1. Proportional to patronage
2. Independent of system size
3. Proportional to the square of the time delays due to failure
4. Proportional to the number of vehicles.
Thus, if, with a given patronage, the vehicle size is reduced so that N,
Increases, vh, must be caused to decrease in the same proportion if the
MTBF requirements are not to worsen. Thus, more sophisticated
control systems are required in small-vehicle systems than in large-
vehicle systems,

-
’
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Redundancy, Failure Modes
and Effects, and Reliability
Allocation

9.1 Introduction

In the previous chapter, an equation for allocation of required subsystem
reliability (equation (8.8.3, 8.8.4) was derived, thus providing a basis for
allocating reliability requirements of the subsystems of a system in such a
way that the system life cycle cost is minimized, subject to the constraint of
aspecified level of service unavailability. The theory requires classification
of failure modes and determination of failure effects in terms of the delay
times and the number of people involved in each failure. This task is
outlined in the present chapter in enough detail to clarify the general
method and to provide some numerical estimates of the reliability require-
ments.,

In classification of failure modes for analysis of system reliability,
failures are identified not according to which specific part fails, but accord-
ing to the consequences in terms of person-hours of delay. Consequently, it
is possible to aggregate many components and sub-subsystems into the set
of subsystems specifically identified in equations (8.8.3, 8.8.4). For exam-
ple, the entire vehicle can be considered as a subsystem possessing the
failure classes defined in section 8.4. As discussed in section 8.9, if the
failure of any one of K components or subsystems causes an m-class failure
of the nth type of subsystem, then MTBF,, is given in terms of component
failures by equation (8.9.1). This equation simply states that the failure rate
of failures of the “*mn"" class is the sum of the failure rates of components
that can cause it, that is, the probability of an **mn"" failure is the sum of the
probabilities of independent events that can cause it.

Equation (8.9.1) is the series law of failures. The corresponding parallel
law is obtained by building redundancy into the system if the required value
of MTBF,, cannot economically be achieved by single components or
subsystems. The theory of redundancy is developed in the next section.
Then, a set of subsystems of a transit system is defined and specific types of
failure classes are considered in order to determine for each generally
applicable formulas for the number of person-hours of delay. As a point of
interest, the theoretical construct is then used to consider the problem of
the most appropriate type of mechanism for escape from vehicles in case
the need should arise. Finally, the various components of the theory are
assembled to give a specific example of its application to the problem of
reliability allocation.

221
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9.2 Redundancy

A subsystem is redundant if two or more parallel units (components or
subsystems) exist and if each is able to perform the function required of the
subsystem without interference from the failed element, but possibly with
minor degradation in service. Let MTBF, be the mean time between
failures of fther of the two parallel units. Then, the mean time between
failures of either of the two units is MTBF /2.

Let 7 be the time interval following a failure during which the failure of
the second parallel unit is critical. If the subsystem is aboard a vehicle, 7 is
the mean time interval following the first failure required to get the vehicle
off the line and into the maintenance shop; if the subsystem is at wayside, 7
is the mean time required to fix it or replace it. If the entire system is to
operate satisfactorily, it is necessary that

MIBF, ., -,
T

If predictable failures due to wearing out of parts are eliminated by replac-
ing all such parts at a fraction of their MTBFs, the remaining failures occur
randomly and MTBF /7 can be interpreted as the number of subintervals r
during which the failure of a redundant element could with equal probabil-
ity occur within the time interval MTBF,. The failure of the second element
of a redundant pair during 7 then has a probability equal to twice the failure
rate of a single unit divided by the number of time intervals MTBF,)r in
which, with equal probability, the second unit could fail. In other words,
the MTBF of both elements of the redundant pair is increased from
MTBFJ2 by the ratio MTBF z. If MTBF,, is the mean time between
failures of both elements of a redundant pair less than r apart, that is, of the
subsystem consisting of two parallel units,

MTBF,, = :"—Tz’;—"‘i 9.2.1)

For example, if MTBF, is 100 hours so that on the average the failure of
cither of two units occurs once in 50 hours, and 7 is 0.1 hour, there are 1000
time intervals each of length 0.1 hour during which the second failure could
occur. Only if failure of the second element occurs in the specific interval
immediately following failure of the first element, is a double failure of
consequence. Thus MTBF,, = 50(1000) = 50,000 hours.

The benefit of redundancy in systems that can be maintained at frequent
intervals is enormously increased over that in systems, such as spacecraft,



223

in which 7 is essentially infinite. Thus the economics of redundancy in
transit systems with failure monitoring is much different from that experi-
enced in the aerospace field.

Trains

An example of redundancy in transit systems is the coupling of cars into
trains so that failure of one car does not cause a line stoppage. In a two-car
train, the mean time to failure of both cars within less than r units of time is,
from equation (9.2.1),

MTBF;, = MTPFt (9.2.2)

In @ three-car train, the MTBF for failure of any of the three cars is
MTBF,/3. The probability of failure of either of the remaining cars within
the interval 7 is 2r'MTBF.,,. Therefore the MTBF for failure of two cars
within less than 7 is :

v

(Mtgfm) ( @.f.fgrw)

The second car fails anywhere in the interval =, therefore at a mean time
0.57 following the first failure. The third car must carry the train the
remaining time 0.5r to the maintenance depot, The probability of its failure
before arrival is 0.5/ MTBF ... Therefore, the MTBF of all cars in the train
before it can arrive at the maintenance depot is

MTBF;, = 418 9.2.3)
By a similar analysis
MTBF,, = 2= OM1BFy (9.2.4)

and it follows that

MTBF;, = ( R ) r ( i‘-"j"w) (9.2.5)
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in which we can write

‘.) . 2! .. 2--3 = 2(!010...0 "~ = 21--!’:-"(‘]

It is of course recognized that the performance of an n-car train in which
only one car is operative may be marginal; but the train can be kept moving,
thus considerably reducing the passenger delay from the case in which the
train stops. If MTBF,_is given from system considerations (use of
equations (8.8.3, 8.8.4)), the mean time to failure of each car must from
equation (9.2.5) be

zu—ﬂu—lmf

n! MTBFy |in
MTBF., = 7| ——" (9.2.6)

Trains in Loop Systems

Consider a transit system in which N, trains of n cars each move between
on-line stations around @ loop. A failure of any of the N, trains causes
shutdown of the system. Thus, from equation (9.2.5) the mean time be-
tween system shutdowns, MTBF (N{n), is

MTBF; (Nn) = [2'—"’;",-'1]5'( MEFm) ©.2.7)

T

if the loop consists of two counterrotating one-way system, each of N,
trains of n cars, the system mean time between failures is found by sub-
stituting equation (9.2.7) for MTBF, in equation (9.2.1). Thus for a two-way
loop,

MTBF*
MTBE, (Njn) = "o (i), (9.2.8)

Suppose the system is designed so that MTBF; = 3000 h or approximately
one year. Suppose further that the mean time between inspections for
failures is v = 10 hr. Then

MTBF,, = O = 150 years (9.2.9)



225

if we assume 3000 hours of operation per year.

Now consider the problem of estimating the required MTBFof a single
car in a train of cars. The equation for required MTBF is equation (8.8.3,
8.8.4). Let each of the N, trains be the subsystems. Then, as a first
approximation, assume that the N, trains are the only subsystems ina
one-way loop system, and that there is only one class of failure—a train
stops. Then there is only one term in the summation of equation (8.8.4) and
S, = 1. For the subject configuration, N, = Nj, 7, is the mean time to
restore service (MTRS) when a train fails, and n,, is MTRS times the
average total flow of people per hour into the system, f,. Thus equation
(8.8.3) becomes

MTBF,_, = MMIRSINT, 9.2.10)

€ e PH,,

MTBF;,_isthe required MTBF of a single train. To find the vehicle MTBF
substitute MTBF; __for MTBF;_in equation (9.2.6), in which 7 is the time
interval between trips to the maintenance shop for inspection. Then the
required MTBF of each car in a one-way loop is

't (MTRSENT, |"™
MTBF:.:M - '[ .i“’:'_'mfe'ml;f;" ] (9.2- l I)

But from equation (8.2.4) PH,, is the number of person-hours of travel per ‘{
hour multiplied by the number of hours of travel per year. The latter

quantity is simply T,. therefore = £ L _,,‘ ’.",- :,;. ’ ":,'E.‘:
PH,, = (t13Tu)T, 9.2.12)

in which 7, is the number of trips per pcak hour, and 7, is the average trip
time. Thus, equation (9.2.11) becomes

1n
MTBF.., = r[~ nUMIRS)*N; ] 9.2.13)

20-2M-Wre T

In a typical case, assume r = one day or 10 hours of operation of an average
vehicle, MTRS = 1 hr, T, = 6 min (0.1 hr), and €, = 0.01. Then

(9.2.14)

s
MTBF,,, = IO[ _100n! m’"‘l]
2(.-!”.-‘ 180}
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For comparison, consider two cases: (1) There are five two-car trains (N, =
S, n = 2); and (2) the ten cars operate as individual units (N, = 10, n = 1).
Then

MTBF,, = 36 hrif N, =5, n =2

- lo.mhl'ifN¢= 10,n=1

As a matter of interest, the meaning of €, in terms of MTBF, (equation
(9.2.7)) is found from the equation

MTBF. ,
MTBF,, = g e = (MTRSE (9.2.15)

in which the second expression is from equation (9.2.10) with equation
(9.2.12) substituted.
Using the numerical values below equation (9.2.13)

MTBFs, = 1000 hours

or one failure every 100 days. If r = 10 hr, as before, equation (9.2.8) gives

MTBF,, = 190 = 50 MTBF;,

The dramatic effect of redundancy on the vehicle MTBF required to
achieve a given level of service availability is very apparent.

Single Vehicles in Loop Systems

In the above calculations, it was assumed that n is the number of cars per
train. Suppose the cars in a loop system operate singly but that each critical
subsystem aboard a car is fully redundant. Then N, is the number of
individual cars, N,, and n = 2. From equation (9.2.13), the required MTBF
is proportional to N2, In small-vehicle systems, using all of the numerical
values in the previous paragraph, MTBF ., for each individual subsystem
tends to be too high to be practical. The apparent difficulty can be solved,
however, by examining equation (9.2.13) for n = 2:
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€pecd trip

27N, "
MTBF,, = (MTRS) —-371 (9.2.16)

in which MTBF,, is the MTBF of the redundant element,

MTBF., .. can be reduced if the system can be designed in such a way
that both MTRS and r are reduced. The time r the vehicle is on line with a
failed redundant element can be reduced by introducing an independent
failure-monitoring system, the failure of which will itself signal that the
vehicle should be taken off the line. With a failure-monitoring system, =
becomes the time required to get the vehicle off the line and into the
maintenance shop following indication of failure of one of the redundant
systems or of the failure monitor. In this circumstance, = Ty, and
equation (9.2.16) reduces to

-~

112
MTBF,, = (MTRS) (%Va—) (loop systems with  (9.2.17)
e failure monitoring)

MTRS, on the other hand, is the mean time to restore service in the case
of failure of both redundant elements. To reduce MTRS to an acceptable
value, it is necessary to introduce a means of rapid removal of a failed
vehicle from the line. In a thoughtfully designed system, the vehicle will be
pushable in almost all cases. Therefore, an automated pushing (or pulling)
mode activated by the on-board failure-monitoring system should be added
1o the vehicle. (The availability of microprocessors permits the introduc-
tion of such devices on board each vehicle at modest cost.) With such a
device, it is reasonable to reduce MTRS to the order of one minute, that is,
MTRS = 1/60 hr. For say N, = 300 vehicles, MTRS = 1/60 hr, and €, =
0.01; equation(9.2.17) gives MTBF, . = 4 hours. Since this is a very modest
MTBF, much smaller unavailability is possible. For example, for e, =
107¢, MTBF,, = 400 hours required.

Single Vehicles in Network Systems

For network systems using single vehicles, it is necessary to recall that in
equations (9.2.10) and (9.2.11), the appearance of ¢, in the numerator was
based on the assumption that the number of people involved in a failure is
(MTRS)1,. This is true in a loop in which MTRS is long enough so that all
vehicles are stopped. In a loop in which MTRS is short, the number of
people involved in a failure is more nearly MTRSS,,, whose f,, is the
average line flow. Thus, if equation (9.2.17) is applied to cases in which
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MTRS is small or to a network system in which only a portion of the flow is
delayed, it should be replaced by

"
MTBF., = (MTRS) ( 2“;&*’—'& ) (9.2.18)

In loop systems, f,./t, = 0.5 if the average trip goes half way around the
loop, and the MTBF requirement is reduced 2. .
In network systems, equation (4.5.19) gives

I 2BA
and, from equation (4.5.17),
N" = ; <L‘>
pTay

in which 1, is the hourly trip density and A is the network arca. With these
substitutions, equation (9.2.18) becomes

- "
MTBF,, = (MTRS)<L> (WTfLLi —) (9.2.19)
Pt pec

From figure 4-18 assume that for a large network
<L,> = (.8A'? (9.2.20)

Then, as a specific example, assume MTRS = 1/60hr, A = 256 km*, L = 0.8
km,pS, = 1,8 =1,V,, = S0km/hr, and €5, = 107*. Then <L,> = 12.8km,
and .

MTBF,, = 271" (9.2.21)

if 7, is the trip density in trips per hectare. From figure 5-7, assume 7, = 60
trips per hectare (15,000 trips per square mile) is an upper limit on patron-
age. Then MTBF, . = 209 hours. Based on the work of C.L. Olson[ 1], this
is a modest MTBF. If, however, a lower requirement is desirable, equation
(9.2.19) shows that a lower value can be obtained by reducing MTRS below
one minute. The work of Bernstein and Schmitt|2) indicates that & value
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MTRS = 15 seconds may not be unreasonable, thus reducing MTBF, . by a
factor of four. MTBF,., could be further reduced by reducing the ratio of 7
to average trip length (see equation (9.2.16)). This can be done by dispers-
ing small maintenance facilities throughout the network, but is probably
not needed.

The above analysis shows that in large networks the simple expedients
of

1. Redundancy in critical elements
2. Failure monitoring
3. Automated pushing

will reduce the MTBF requirements to readily obtainable levels, even if the
time delays due to failure are of the order of 0.01 percent of travel time. This
figure means that one hour of delay is experienced in 10,000 hours of travel.
If the average regular user of the system takes 10 work trips per week of 15
minutes each for 50 weeks a year, the number of hours of travel per year is
125 hours. Assuming on that basis a total of 200 hours travel per year, € =
10~* means an accumulation of one hour of delay per person in 50 years.

The above analysis is of course preliminary since it neglects all wayside
subsystems. Also, note from equation (8.9.2) that the MTBF requirements
of the various individual vehicle-borne subsystems are higher than the
above figures in proportion to the number of them.

9.3 Subsystems and Classes of Failure

In section 9.2, MTBF requirements were developed under the simplifying
assumption that any wayside equipment is infinitely reliable. In a complete
analysis, it is of course necessary to account for the finite reliability of
wayside subsystems. As indicated in section 8.9 the subsystems should be
defined as the largest units in the system for which meaningful values of
person-hours of delay (n7) due to each class of failure can be defined. Thus
define the following types of equipment as the ““subsystems™:

Vehicles

Station entry monitoring equipment

Passenger processing equipment in stations
Merge point equipment

Diverge point equipment

Central communications and control equipment

SrbhBN-

For cach of these subsystems, the classes of failure have to be defined
separately. For the vehicle subsystem, the classes will be taken as those
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defined in section 8.4, For the remaining subsystems, the classes will be
defined below.
The above analysis and that which follows is designed to apply to any

type of transit system including systems with manually operated vehicles.
In simpler systems certain terms are set to zero, as will be apparent.

9.4 Vehicle Failures

As indicated above, the classes of vehicle failure will be taken as those
defined in section 8.4,

Class | Failures

In Class | failures, the number of persons involved in a failure is just the
average number of persons per vehicle. Thus

Ny = Py
The time delay, 7,,, is the time required to stop at a station, wait for a
second vehicle, and resume the journey. Thus

Ny Ty = P-( 2—:‘- + ‘,‘) (9.4.1)

in which .4 is the station delay time.

Class 2 Failures

In Class 2 failures, the vehicle slows down, therefore all people in a string of
vehicles that slows down are delayed. The number of person-hours of
delay, n,47y2, can be found by considering figure 9-1.

Assume that a vehicle slows down from line speed V. to a speed V* and
cruises at V* for a distance D* at which time it leaves the main track. At this
point, neglect the deceleration period. Then the time at which it leaves the
main track is * = D*/V*, The time delay on line is

A’l-’.—‘.

= ‘3—:( Vi - l) (@)
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Figure 9-1. Distance-Time Diagram Used to Compute the Time Delay due
to Slowdown of a Vehicle

in which 7, = D*/V, is the time required to traverse D* at V;. In these
calculations, neglect of jerk introduces an insignificant error, and the
neglect of the acceleration periods can be accounted for by considering V*
to be the reduced velocity in the case of infinite deceleration. In significant
cases, the error in neglecting the effect of finite deceleration is small. The
passengers in vehicle | lose the additional time given by equation (9.4.1).
Assume a second vehicle is travelling a distance vD,,, behind the first
vehicle. D, is the minimum nose-to-nose distance between vehicles and
2 > 1. Then, at t = 0 (neglecting control lags) the second vehicle slows to a
speed such that it achieves the minimum spacing, Dy, at time t*. (The
velocity profile is of no consequence.) The time lost by the second vehicle
is

A'g' "* - '.

3'—[ Ve-1-@-1 '19*" ®)
= _‘L’ - 4
in which #, = (D* — D, + vD.,..)/V,_ e
Assume a cascade of vehicles each spaced a distance vD,,, apart. Then
the time delay of the ith vehicle, Az, is found by replacing Dy, by (i -
1Dy, in equation (b). Thus
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(c)

At = %':[‘V,e- = (= v - 1)’-’5:9]
~- g, = (=0 (FD /
The number of vehicles delayed » is found by ‘assuming Aty.y = 0. Thus
(d)

1 b (v,
"'Wm;(v“ ')

If the average number of people per vehicle is p,, the total number of

person-hours of delay is
2V,

ipsges

NaTye = Py (

Substituting equation (¢), and performing the summation,

Myt = --'gi[(“ﬁ.-l)n-(v-l)%ﬂ.mi"z‘—'l]w.( W4 u) ®

Substituting equation (d)
_ D*P, vi v
s ’a'&‘—'ﬁVfD:(v‘“ ')[V“ !

+w-1 D#-]‘Fp,(z—g‘--bt.‘)

In most cases, the ratio Dy,,,/D* is much less than I, Also note that the

®

average flow f,, is
(9.4.2)

With these substitutions, equation (g) becomes



(9.4.3)

Only the first term is in the form of a flow multiplied by a time delay squared
(see equation (8.7.3)), but this is usually the dominant term.

It has been mentioned that the above analysis neglected the finite time
required to change speed from V, to V*. Examination of the above analysis
shows that if the position-time curve of vehicle | in figure 9-1 resumes
speed V, at r*, the only change is that in equation (9.4.3) V/V* is replaced
by

Ve . Vi |, v - vagt
V“"V‘ﬁ.[' "W’“—]

in which V. is the actual reduced line speed. It is seen that the correction
is small if D* is large compared with twice the stopping distance from a

speed V, — Vi,

Class 3 Failures

InClass 3 failures, the failed vehicle, denoted vehicle 1, isassumedto stopon
the guideway. Vehicle 2, behind it stops and then pushes it up to line speed.
Vehicles 3. 4, and so on slow down, may stop, and then resume line speed.
The position-time diagrams are idealized in figure 9-2. Assume that before
failure, a cascade of vehicles travelling at velocity V, is spaced at an
average nose-to-nose distance of vD,,,, where, as before, D... is the
minimum nose-to-nose spacing. Vehicle 1 stops at ¢ = 0. It waits until
vehicle 2 can stop behind it and push it back to line speed. Vehicle 2 stops
vDyy,/Vy, units of time later. The stopping time is approximately V /a,
where a is the deceleration rate. Therefore, counting the time required to
stop and to resume speed, vehicle 2 is delayed 2V, /a plus the delay time 7,
required for operation of the pushing mode. With these considerations,

A,,=L%:L+Z_XL_ + 7 + Ty (a)
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A |

¢

Figure 9-2. Position-Time Diagrams for Pushable Failure

in which 7,, (equation (9.4.1)) is added to account for the additional delay of
passengers in vehicle | in transferring vehicles in the station nearest the
failure. Similarly,

Af,‘ 2—;," T, +tTn
In analogy with the analysis of Class 2 failures,

2 D,
Al, - aL + T — v - ') —ﬁm (c)
2V . Dy
Al = a‘-— tn,==-2@@-1 v, =34 (d)

If n is the total number of vehicles delayed, the (n + 1)th vehicle is not
delayed. Therefore,

iy
Aty,, = 0= _~ZL- 41y = (n— Dy - 1)‘?‘2&
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and

2V, V
ﬂ"l—( a'r +")(—V;|‘)'D—.-— (e)

If, as above, the average number of people per vehicle is p,, and we take
note of equation (9.4.1),

"u"u=Pu(‘-zs[ 2—:‘-4-7,-(0'—2)(1'- l)l—)"‘l] 0

+é6Vya + Uy + T, + vD.../V,_)

If the sums of equation (f) are placed in closed form,

RysTis = Po [(" - |)[ 2—:1‘- + 7 — —L_zagm— (n - 2)]

+6—Vl- + U+ T+ "—Dn] (2)
a VL

Substituting equation (e) and simplifying the algebra

V 2
MyyTyy = P—['z(y__vf)_DZ(z‘;"" 7»)
+ WVaysn 7+ Uy +"—Dm]
a Vi
Finally, substitute equation (9.4.2). Then

2V :
Mty = _2("_"_.1.)._( —aL + r,) Sav

- p,,( LZL- + .57, + 2:,.) + F— (9.4.4)

av



236

If the vehicles are trained, p, is the number of people per train. In almost all
cases, the third term can be neglected, and often the second.,

Equation (9.4.4) is valid unless the string of delayed vehicles is so long
that some of them can be shunted around the delay by @n alternate path or
unless (n = DpD,,, exceeds the total length of track occupied by vehicles
upstream of the point of failure. Thus, if D* is the length of track occupied
by vehicles upstream of the failure (analogous to the same symbol used in
analysis of Class 2 failures), equation (¢) applies if

D* > (n = 1)wDyy

I this inequality is not satisfied, substitute

n-1=-1 (9.4.5)
and then equation (9.4.2) in equation (g) to obtain
«| 2 -

- p,( 6—:L+ 2,4 + 1,) - f’:_ (h)

When equation (h) applies, Dy, is much less than D*. Therefore,

_ o 2v w-1 D*
NygTia = VL—[ 'aL""" 5 Vv, }[m

4
+ ,,,( Vit 2+ f,) + f'L (9.4.6)

This equation applies when

S

- 1)y D*
+">_(—"v.v'L\T

aninequality which may be satisfied either if the flow is near saturation (v =
1), or if the delay time 7, is unusually long. The first condition (» = 1) is not
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likely to happen in practical cases because merging becomes increasingly
difficult as v approaches 1. On the other hand, a long pushing delay, if an
automated pushing strategy is incorporated in the system, implies either a
failure in the pushing mode or a Class 4 failure, that is, one in which the
failed vehicle cannot be pushed.

Class 4 Failures

Based on the above discussion, n,,7,, is given by equation (9.4.6), in which
7, — 7, becomes the time required to restore service—Jlong compared to the
other time intervals in equation (9.4.6). Thus

D*
MTo ™ 70( an- + Pr) + }:i

But (D*/V;)f,, is the number of people in vehicles in the distance D*
between bypass tracks. This is generally large compared to p,.. Moreover,

_ T | DT
D'/v,,( Vi f“) > P

since, if the vehicle cannot be pushed, 7, >> D*/V,. Therefore n, 7y,
simplifies to

Nt = 7DV (9.4.7)

in which D* is either the mean distance from the failure to the nearest
upstream alternative path or the length of the vehicle stream, whichever is
shorter.

9.5 Station Entry Monitoring Equipment

Perhaps the most critical manuever in operation of a transit system is the
one in which a vehicle or train approaches and stops behind another
unloading and loading passengers. For on-line station train systems, this
problem is discussed in section 4.2; and for off-line station systems with
vehicles stopping behind one another, it is discussed in section 7.2, In this
section, we consider the consequences of a combination of failures that
causes a vehicle to fail to slow down on entry into a station, Such a failure
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implies a failure of all braking systems. With redundant systems, such a
failure will be rare, but the station entry maneuver occurs with every
vehicle-trip and is therefore of primary concern. One approach 1stotry to
make the vehicle systems sufficiently reliable that the probability of station
entry failure can be tolerated. Another approach, discussed here,istoadda
station entry monitor to the equipment in each station. The monitor is
designed to check the speed of each vehicle at one or more points while itis
entering the station and to actuate an independent braking system if the
speed is excessive.

The station entry monitors will of course add to the cost of the system,
and themselves may fail, thus requiring the station to be bypassed until the
repair is made. Thus the trade-off between increased reliability of vehicle-
borne equipment to meet station entry requirements and the provision of
station entry monitors need to be considered.

MTRBF berween Collisions in Stations with No Monitor

Let MTBF,, be the mean time between failures of the entire vehicle braking
system. Assume that a vehicle-borne failure monitor detects the failure
and. if the vehicle is not already committed to switch into a station, causes
the switch to be locked in the position for station bypass, until the vehicle
can be stopped safely. Thus failure of the braking system may cause a
station collision only if it occurs after the vehicle is committed to enter the
station.

The critical time £, during which the vehicle is committed to enter a
station is the time interval from switch command to station stop. The
switch command must occur far enough ahead of the station diverge point
to permit the switch to be thrown, verification that it is thrown, and the
vehicle stopped before the diverge point in case verification does not occur.
At line speed V,, the time to traverse the stopping distance Vi2ais V, 2a.
From equation (3.4.3), the time required to traverse the spiral section of the
off-line track is (32H/J)'®. Finally, the time required to decelerate at the
service rate to a stop is Vy/a + alJ. Thus,

t., = time to switch and verify + V,/2a
+ (32HIN'? + Via + all (9.5.1)
For example, if V, = 15m/s,a = 2.5m/s*, J = 25m/s’, H=3m, and the
switch/verify time is say 5§, 1., = 184 s,

If the average trip time is Ty, then the fraction of braking failures in a
specific vehicle that could result in in-station collisions is £/ T If there
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are N, operational vehicles (or trains) in the system, the mean time between
station collisions with no monitor in the whole system is

MTBF sy, e ® B T lec) (9.5.2)
L

The sign **="" indicates that a vehicle braking failure in the critical period
sets up the conditions for a collision, but a collision does not occur in all
circumstances, for example, when there are no parked vehicles in the
station.

MTBF between Collisions in Stations with Monitors

Let the mean time between failures of the station monitor be MTBF . If the
monitor is inoperative, a failure detection system, operating with time
delay ty,, commands all approaching vehicles to bypass the station. Then
only vehicles already committed to enter the station will do so. Thus it can
be said that the station entry maneuver is unmonitored for vehicles within
tyg + t of the station, in which 1, is given by equation (9.5.1). The number
of vehicles in this critical period is simply N,, = (fg + 1.,V T, in which T, is
the headway between vehicles entering the station. If the vehicles are
equally spaced, the probability that one of the N, vehicles fails during the
critical period is

(g + 1,0 1 +2+ ...+ N,
= i = N N w L o
Pu-h. falbzre AlTBF-" ( )

o (g + :?t!r% . tf[_f Tw)
MTBF T

The reciprocal of this expression can be interpreted as the number of times
the station monitor can fail for every time its failure is accompanied by a
vehicle failure in the critical period. Thus, the mean time between potential
collisions in a specific station is MTBF, /P ... taaure- If there are n, stations
in the system, the mean time between potential collisions in the whole
system is

MTBF MITBF,T,,

1l + 1)l + 1 + T (9.5.3)

MTBF“"':mnlu -
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Dividing by equation (9.5.2), the improvement in MTBF,. due to the station
monitor is

MIBFye yioisce 2N, Tyt MTBF,, 9.5.4)
!  wio moritor m, (g + leeMtpg + Lo + TQ)T;
in which
T = station entry headway
ty = time constant of in-station failure
detection system
t. = value given by equation (9.5.1)
7, = average trip time
N. = number of vehicles
n, = number of stations

Typical values might be 7., = 208, g = 105, T, = 105, T, = 10min, NJn, =
10. Then the right side of equation (9.5.4) becomes 20MTBF,,, in which
MTBF,, is in hours. Thus, with redundancy in the station monitor, the
MTBF for station collisions ¢an be improved by use of monitors by a very
large factor, for example, for MTBF,,, = 1000 hours, by a factor of 20,000,
Without the monitors, MTBF,, must be improved by the same factor to give
the system performance possible with station monitoring.

Required MTBF of Station Monitors

In the previous paragraph, the mean time betweenin-station collisions inan
entire system is related to the MTBF of the station monitors, The required
MTBF of the station monitor is determined by equations (8.8.3, 8.8.4) in
which the nr and the LCC” corresponding to the monitor must be included.
If the station monitor is inoperative, there are two choices: (1) all vehicles
bypass the station until the monitor is restored to service; and (2) all
vehicles passing the station slow down to a predetermined safe speed V*
until the monitor is restored to service. In the first case, persons destined
for the failed station are rerouted to a different station and then must make
their way to their final destination by alternative means; and persons
initiating their trips at the failed station must either wait until the monitor is
restored 1o service or go to another station. The number of people thus
delayed is the sum of the flows originating and terminating their trips at the
failed station, multiplied by the mean time to restore service. The time
delay of each person is the additional time required to reach the destination
via an alternate route, Thus
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(nf)‘u“.‘ moniter; = u;m + f’o‘“XA!TRSMXA lrip time) (9.5.5)

In the second case, the entire line flow f,, slows down for a period
MTRS,,,, but there is no further delay of passengers passing the station in
vehicles, or initiating or terminating their trips at the failed station. The
corresponding #7 is given by equation (9.4.3) without the second term, and
with D* = V*r* where, from figure 9-1, 1* =« MTRS. The flow of passengers
initiating trips at the failed station is delayed if the flow of vehicles into the
station is inadequate to accommodate the initiating passengers, This flow
includes both the occupied and empty vehicle flows into the failed station.
The delay time is the same as the delay time of persons terminating at the
failed station. With these factors in mind, the corresponding nr for Case 2is

2
(P )scarion mealmry = 2(‘,—’: l)—ﬁfTRS’..(l - -i‘;: )(f.\ - 'f;‘")
(9.5.6)

in which £, is the flow of passengers initiating trips at the failed station.
Comparing with equation (9.5.5), the appropriate strategy can be deter-
mined. In terms of passenger discomfort and distress the (A trip time)
associated with going to an alternative station should be weighted more
heavily than the additional delay associated with slower movement through
the station. Thus unless the line flow is much larger than the station flow
and MTRSisoftheorderof (A triptime), the best strategy is the second one.

9.6 Failures of Passenger-Processing Equipment
in Stations

Patrons beginning their trips may be delayed at a station due to the follow-
ing types of equipment malfunction:

[. Malfunction of automatic equipment such as destination selectors, fare

collectors, and ticket dispensers
2. Malfunction of automatic equipment for assigning passengers to vehi-

cles

3. Malfunction of automatic station doors leading from the station plat-
form to the vehicle

4. Malfunction of automatic doors on the vehicle

5. Malfunction of starting equipment on vehicle

Patrons planning 1o end their trips at a certain station may be caused to
bypass the station due to failure of station entry monitoring equipment, as
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described in section 9.5. They may also be caused to bypass the station due
to malfunction of equipment described above which prevents the free flow
of vehicles through stations. For example, failure of a vehicle to start
moving after loading its passengers blocks the station. Once all station
platforms behind the failed vehicle and all entering queuc positions are
filled, additional vehicles programmed to enter the station must be diverted
1o an alternate station. Thus, it is necessary in considering the required
MTBF of station equipment to take into account as appropriate both the
people initiating and terminating their trips at the malfunctioning station.

In group-riding transit systems, it is generally felt that automatic vehicle
doors are necessary because no one individual can be expected to take
responsibility for opening or ¢losing the doors. In single-party, demand
systems, on the other hand, manual doors may more likely be satisfactory.
In either case, attainment of reasonable MTBFs requires that the doors be
provided with a manual override both inside and outside to minimize both
the number of people inconvenienced and the Mﬁ;s 1f the vehicle doors
are designed so they cannot lock and trap people inside, and that at worst a
door malfunction is cause for dispatching the vehicle to @ maintenance
shop, they need not be considered further in this analysis,

To prevent people from accidentally or purposefully entering the path
of vehicles moving through stations, and to improve the station climate, it
has been thought that automatic station doors that slide open directly
opposite the vehicle doors are a necessity. This is, of course, a degree of
refinement not accorded many conventional transit systems. In new off-
line station automated transit systems the vehicles move more slowly
through the stations, and the wait time is minimum. Thus, the need for
automatic station doors may in many cases be marginal. They can, how-
ever, be considered as one of the components in the following analysis.
These doors should also be equipped with manual override devices which
can be operated from either side.

For purposes of systems anlaysis, the failures that impede the flow of
passengers as a result of malfunctions in stations can be divided into three
classes:

1. Malfunctions that affect only the passengers initiating trips at the
station in question

2. Malfunctions that affect incoming and outgoing passengers but do
not divert passengers to other stations

3, Malfunctions that are serious enough to cause passengers to be
diverted to other stations

Equipment on board a vehicle that affects its ability to start on com-
mand may be the same as that which could cause a malfunction while on
line: but should still be included in the computation of required MTBF of
the station equipment. The reason is that in the systems analysis, we
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compute the required MTBFs of the various classes of failures, not of
specific components. The required MTBF of the components or subsys-
tems is determined as indicated in section 8.9.

For Class 1 failures, the number of person-hours of delay can be found

by considering figure 9-3, which shows the position-time lines of groups of
passengers entering a station. Let p,be the average number of people per
group.
The first group entering the station following a malfunction is delayed 7,
units of time. The second group, walking in at an average speed V., moves
up 1o a minimum separation /i, behind the first group and waits until the
malfunction is cleared. If 7, is the normal time headway between groups
entering the station, the second group begins waiting T, - Hein Vo units of
time later than the first group. If 7,,,, is the minimum time headway through
stations, corresponding to the maximum flow rate of py/ Ty people per unit
time, the second group begins moving T.,,, — hipin/ Ve later than the first
group. Thus the second group is delayed 7, — (T, — Ty Similarly, the
third group is delayed =, — 2(7, — T,.,). If ¢ is the number of groups
delayed, it may be seen from figure 9-3 that

. T,
s (@)

min

s — D/DIII

\ Y%

Figure 9-3. Position-Time Diagrams for Passengers Waiting for Service as
a Result of 4 Delay of Duration 7,
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Then. the total number of person-hours of delay for Class | failures of
station equipment is

) = o S I = (i = IXTy = Tog)] ®)

=1

= plgr, = (T, = Todg — Da2)

=B+ 1) ©

In cases of consequence, g is much greater than 1. Then, after substituting
equation (a) into equation (c),

(nt), = fSeami (9.6.1)

where

- Pe__
fea = 31 270 (9.6.2)

is an equivalent station flow. If the station is operating at maximum capac-
ity when the failure occurs (T, = Tww), (n7), approaches infinity in theory,
but in practice maximum flow will occur only for a short period so that the
smallest average value of T, is greater than T,,. If T, varies with time, (n7),
can be found by direct summation of equation (b) for all values of g for
which the summand is positive,

For Class 2 failures, the number of person-hours of delay is (n7),, given
by equation (9.6.1), plus a corresponding term for the people terminating
their trips at the failed station. The latter term is approximately of the form
of equations (9.6.1) and (9.6.2) even if each vehicle carries more than one
group. Thus

_ I |
(s = ‘?( Tow = Tam ' Trge = Toum )" @6

in which T.... is the same value in both cases because of continuity of flow,
and 1, is the mean time to restore service for Class 2 failures.
For Class 3 failures, substantially all of the vehicles terminating at the
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failed station are diverted to another station. The number of people thus
involved is 7, times the flow into the station from the line, f5,, = p,/T,, in
which T, is the equivalent minimum headway if there were only one group
per vehicle. The delay time is the time added to the trip as a result of
diversion to an alternate station. Thus

(n7)s = (nms)y + P"i)-A—Tm (9.6.4)
A

in which (nry), is as in equation (9.6.1) with 75 substituted for 7,.

9.7 Merge Equipment Failures

Wayside merge equipment is needed to avoid collisions in car-follower
systems by transferring the image of cach car to the opposite branch of the
merge, and in point-follower systems by sensing vehicle positions and
commanding vehicles to slip slots. In cither case, a failure of wayside
cquipment could in the worst case cause two vehicles to wedge together in
the merge point. This is one of the worst types of system-caused failures in
automated guideway transit (AGT) systems.

Failure monitoring is needed 10 minimize the consequences of merge
equipment failures. If a failure occurs, the action can be either to stop the
two streams of traffic entircly, or to slow them to a safe speed. In the latter
case, the number of person-hours of delay is greatly diminished. Equations
(9.4.3,9.4.4,9.4.6and 9.4, 7) apply directly to this case if account is taken of
the involvement of two streams of traffic instead of one,

9.8 Diverge Equipment Failures

The purpose of wayside diverge point equipment is to read the destination
of each car, determine the direction it should be switched, and cause the
switch to be actuated. If the switch is in the track, the diverge point
equipment includes the switch; if the switch is in the vehicle, it is included
in vehicle-borne equipment.

Failures of diverge point equipment may be divided into two classes:

1. Some of the vehicles are misdirected and must either be rerouted or
passengers must make their ways to their destinations by alternate routes.

2. The switch is locked in the middle thus requiring all vehicles to stop
until it is restored to service.

In Class | failures, the number of person-hours of delay is

(n7), = (Misdirected flow)7)Atrip time) (9.8.1)
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in which 7 is the mean time to restore service, and (Atrip time) is the extra
time needed 1o arrive at the destination by an alternate route.

In Class 2 failures, (n7); is the same as a Class 4 vehicle failure and s
given by equation (9.4.7).

9.9 Failures in Wayside Communications Equipment

In some types of automated transit systems all essential control equipment,
except for wayside merge and diverge equipment, is aboard the vehicles. In
this case the failure of wayside communications equipment, if there is any,
may cause person-hours delay when some other failure has occurred or
may decrease system capacity, thus causing delay in the peak periods. In
other types of systems, the wayside communication link is essential to all
control functions and its failure is of major consequence. To be meaningful,
computation of n7 for these failures must be left to specific cases.

9.10 Failures in Central Control Equipment

Use of central control equipment in AGT systems may vary from complete
control of the movement of every vehicle from a central facility, to super-
visory functions in a central facility, to no central control.

Complete Central Control

If all control functions pass through a central control facility, a breakdown
in this facility requires that all vehicles be stopped. Because of the exces-
sive level of inconvenience this will cause, the system should be designed
so that the vehicles can then move at slow speed under battery power into
the nearest stations. Because of the possibility of a general power failure,
such a back-up system is mandatory,

The corresponding value of nr is composed of two groups of people: (1)
those on the system at the time of failure; and (2) those seeking service, For
the second group, the number of persons delayed is the total flow rate into
the system 7, multiplied by the mean time to restore service, MTRS. Thus
the number of person-hours of delay is

(nr)y = t,(MTRSY
For the first group, the number of persons delayed is the number of persons
riding the system at any one time. From cquationt4:5-17), this number is #,

v
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times the average trip time, Tirip- The delay time depends on whether or not
batteries are provided on each vehicle, If they are not provided, the delay
time is MTRS. If batteries are provided, the delay time is the increase in trip
time due to the decrease in speed from V, to V*. From equation (2,5.3) this
time interval is approximately (D/V,XV,/V* ~ |) since the term Via, is
generally small.

Summarizing, the total number of person-hours of delay due to a central
control or power failure is

(M7)conirms = (MTRS + T, )MTRS no batteries
(9.10.1)
= BIMIRS* + T,u(DJV,XVV* = 1)] with batteries

Central Supervisory Control

The consequences of failure can be reduced by decentralizing as much of
the control as possible into the vehicles, stations, and switch points, It is
still, however, desirable to exercise supervisory control at a central loca-
tion for two reasons:

I. Prevention of overloads on specific lines and in specific stations by
delaying the dispatching of vehicles to potentially overloaded stations

2. Optimum routing of empty vehicles

Central Register/Dispatcher

In the first function, rerouting along different paths to prevent line over-
loading can be accomplished by use of diverge point routing computers
which communicate with downstream merge point computers. However,
to avoid denying access to a station by vehicles programmed to that station
because too many vehicles have been routed to it, central supervisory
monitoring and control is necessary. The cquipment is simple. All that is
necessary is 1o communicate to a central register the estimated arrival
times at the desired destinations of all trips ordered. If an arrival time
comes into the station-i register too soon after the previous arrival time to
station {, a communication is sent back to the origin station to order a
specific time delay in dispatching of the vehicle so that the arrival rate does
not exceed a specified value, Thus, before permitting a vehicle to leave a
station, the station dispatcher asks permission of the central register. The
central register then causes vehicles to be dispatched on a first-come,
first-serve basis with time delays if needed. These delays will normally be
too short to be recognized as delays.
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The above-described central reigster function is simple enough to be
inexpensively duplicated to reduce its required MTBF. If it doesn't work,
the consequence is that a vehicle may arrive at its destination only to be
aborted, that is. caused either to stop at an alternate station or to circle back
for a second try. Causing vehicles thus to circle adds to the flow along lines
already near their maximum flows, and thus may induce instability in a
network AGT system. The problem is eased, however, by the existence of
diverge point computers operating as described above. The number of
person-hours of delay due to failure of the central register/dispatcher is best
determined in @ computer simulations of specific systems,

Empty Vehicle Dispatcher

The possibility of failure of a central computer/dispatcher which routes
empty vehicles in an optimum way introduces a requirement for a subop-
tional but simpler empty vehicle dispatching scheme in which computer/
controllers at each station are able to rid the station of excess empty
vehicles by dispatching them to the next station, and to call for empty
vehicles from one or more stations up stream.

Failure of the optimal dispatcher may cause excess time delays because
of a temporary local shortage of vehicles, particularly if it occurs during the
rush period. Computer simulation of specific networks are again required
to determine the number of person-hours of delay due to failures.

9.11 Escape Mechanisms

A means for escape from an AGT vehicle must be provided in two circum-
stances:
I. The vehicle is stuck on the guideway and cannot be removed in a
reasonable time.
2. There is & fire on board.

The kind of escape mechanism that should be provided depends on the
probability of each type of emergency and the cost and safety level of the
mechanism. The control system enters the consideration of escape
mechanisms insofar as it may reduce the probability of emergencies. As
indicated in section 9.4, inclusion of a pushing mode in the longitudinal
control system will greatly reduce the mean time between instances in
which passengers must be removed from the vehicle. Addition of redun-
dancy and monitoring equipment at merge and diverge points will greatly
reduce the need for emergency escape at those points.
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The most commonly mentioned escape mechanism is an emergency
walkway along the entire length of the guideway. Such a walkway should
be designed to be serviceable in inclement weather by the less agile mem-
bers of society and permit people to walk safely a distance of up to half the
station spacing. The advantages of emergency walkways lie in their
simplicity and continual presence. Their disadvantages are cost and visual
impact, both of which may significantly reduce the viability of the system.
If escape mechanisms are not required very frequently, a small fleet of
trucks equipped with hydraulic lifts may be satisfactory. A third
mechanism, which also may simplify guideway maintenance, is a vehicle
designed to run on the side of the guideway such as has been designed by
DEMAG-MBB for their systems. See figure 9-4, One such vehicle in each
loop of the system on standby at a station would be required.

In the case of fire, it may be equally satisfactory to cause the vehicle to
proceed to the next station, usually no mote than a minute away, as to let
the patrons egress onto a walkway in highly unfavorable weather condi-
tions. The extent to which the vehicles can be made fireproof and to which
fire extinguishers can be provided will of course influence this tradeoff.

A long delay due to a vehicle stuck on the guideway is a Class 4 vehicle
failure, and the number of person-hours of delay due to such a failure is
given by equation (9.4.7). It can be anticipated that if the required MTBFs
are computed to satisfy system requirements, the frequency of use of
escape mechanisms will be very low. In this circumstance, the use of
systems other than walkways appears warranted even though they involve
a delay before egress is possible.

9.12 Reliability Allocation

The required reliabilities of the various subsystems and components can
now be allocated by substituting appropriate nr values such as estimated in
sections 9.4-9.10 for all failure classes of all subsystems into equations
(8.8.3, 8.8.4). The calculations require knowledge of the slopes of the life
cycle cost curves LCC'y; however, to gain some insight and to illustrate
application of the theory some simplifying assumptions about the LCC,
can be made. For some equipment it is not particularly expensive to
increase reliability, thatis, LCC'yis small and the corresponding equipment
does not enter strongly into equation (8.8.4). In other cases, it may initially
be sufficient to assume the LCC'; are all the same.

Todevelop a specific illustration, assume the only subsystems that need
to be considered are the vehicles, the station monitors, the station
passenger-processing equipment, and central control. For the first three
subsystems, assume four, one, and three classes of failure, respectively, as



250

AN v NG e R L R A O R B R ML T

areyuadarz oy 1e—WANSAS YIUIGE)) YL JO ALMIPINGD dY) JO IPIS Y3 U0 UONTIA(Q) UT IDIYIA DIAIS “+6 aandy,

‘a4

"




251

computed in sections 9.4, 9.5, and 9.6. For central control, assume one
class of failure—a power failure. Let the subscripts in equations (8.8.3,
8.8.4) correspond to these subsystems and failure classes in the same order.
Then in the application of equations (8.8.3, 8.8.4) it is more convenient to
write them in the form

MTBF.. = MmTma""(TJT)? <
- CpectuTieip -

4
=N, Y (mgy)® (9.12.1)

-1

"
+(T—') {n.[('!nm)"’i- .g_: (nufu)’“]ﬂn..fu)"’]

v =

in which it is assumed that all LCC' in equations (8.8.3, 8.8.4) are approxi-
mately equal, n, is the number of stations, and PH,/T, has been made
specific by substituting equation (9.2.12). From section 8.5, it will be
assumed in the following analysis that (T,/T,)'* = 1.7. To be specific, also
assume that €, = 1074, that is, that cach regular traveler on the average
will experience one hour of accumulated delay every 10,000 hours. Assum-
ing 200 hours of travel per year, this corresponds to one hour of delay every
50 years, or in other words, every fiftieth regular passenger will expericnce
one hour of delay per year.

For the vehicle failure classes, the corresponding nr are given respec-
tively by equations (9.4.1, 9.4.3, 9.4.4, 9.4.7). In these equations, it is
reasonable to assume for a first-order estimate that only the terms propor-
tional to f,, are important. Then

N ([ Jy Ld Flp v -
g ~o ’"”Hi»-ﬁ][w(‘* )

. ° "
+ 2_at +r,,]+(f. 3'—) ] (@)

in which 7, is the pushing delay time, and 7, is the time required to remove a
nonpushable vehicle. From equation (9.5.6), for the monitor,
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ur
(ny73)'* = [Z_(V“:-—l)—] MTRS,.(I - ;E‘) w1+ foulfe)'™ (b)

From equations (9.6.1) through (9.6.4)

e

R

i 1, Mt
+ f{ T.—m_—T"— +_f, ™ ) ] (c)

From equation (9.10.1),

(ngra)'™ = MTRSM‘" (d)
, ong— WY
“in which it is assumed that batteries are used and, in the second form of
equation (9.10.1), the second term is negligible.

As an illustration, let us compute the required MTBF for pushable
vehicle failures in?loop system. Then (M, 7wa)'? is the sum of the second
and third terms in equation (2) and f,,/r, = 1/2. Assume the triptime is Tyyyp
= 0.1 hour. For (T/T,)"* = 1.7 and €, = 107, equation (9.12.1), form =
1, n = 3, becomes

) .
MTBF,, = S(10) ( W 4 :,,) ]-'.,r s (e)

in which it is assumed that the average flow is at the rather high value of one
half the maximum possible, that is, » = 2. To estimate the summation in
equation (¢), it can be assumed in equation (a) that =, is by far the largest
time parameter. Thus, only the right-hand term will be included. In equa-
tion (b) assume V*/V, = 0.5 and note that on the average fu,[fSi = Ny the
number of stations. In equation (c) assume pye==t¥, 1, = 7, << 7y, and T,._
= 2T . But p,fT..’“n = f$,. With these assumptions,
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In equations (c) and (f), assume D*, the distance between stations, is S00m.
V, = 10 m's, @ = 2.5 m/s. Then equation (¢) with equation (f) substituted
becomes

8+ "
MTBF,, = saoy ) { )
uz
- 1.7[ Aﬂgsut(n{ + n,) + n}"ﬁ( 2'— + er‘!) +2 A'TRsmwv]]
1

(9.12.2)

Assume N, = 300, n, = 7. Then let the delay time for nonpushable failures
be r; = 1 hour, the time to restore a station monitor to service be MTRS,,,
0.5 hour, the MTRS for a serious station failure be 7; = 0.5 hour, and the
MTRS for a power failure chargeable to the system be MTRS,.,.... = | hour.
Further, assume ATy, /rs = 1. Finally, let the time to push be 7,, = 15
seconds. Then, if the terms are listed in the same order as in equation
(9.12.2),

MTBF,, = 319 I 354 vehicles
+ 3.2 station monitors
2.2
+ 2’«8 passenger processing

+ 241+ control station

« 14,000 hours
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This is too high an MTBF to be practical with single-chain components.
With redundancy, equation (9.2.1) shows that the required MTBF of each
redundant unit is

MTBF.m“ = [27( ‘4-m)]'n

in which 7 is the time required to get the vehicle off line after the failure has
occurred. Let 7 be the trip time of 0.1 hour, thus implying on-board failure
monitoring. Then

MTBF ;. = 53 hours

The above is an example calculation to illustrate the method. The numbers
are guesses but are felt to be representative, and all elements in the system
have not been taken into account.

9.13 Summary

In chapter 8, a theoretical method is developed toallocate the reliabilitics of
the subsystem of a general system in such a way that the life cycle cost is
minimized while a given constraint on service availability is met. While it
was not treated explicitly, the case in which some of the subsystem re-
liabilities are already known can be treated in a straightforward manner by
replacing the unavailability factor € by the net unavailability requirement of
the subsystems with underdetermined reliabilities. By considering the
subsystems as conglomerates of series-connected components, it was
shown how the reliabilities of subsystems and components at all levels can
be allocated in an optimum way.

The purpose of chapter 9 is to expand on and to illustrate the use of the
theoretical method of chapter 8. It begins with the consideration of parallel
connections between components, that is, redundancy. Itis shown how to
compute the reliability of systems of redundant members and that, with
failure monitoring, redundancy greatly increases the service dependability
of transit systems. Assuming only vehicle failures, the theory of redun-
dancy is used to develop equations for the reliability of loop and network
transit systems,

Next, the full application of the reliability allocation theory is initiated
by developing formulas for the average number of person-hours of delay
(n#) in a variety of classes of failure of vehicle and wayside subsystems. In
specific systems, it may be possible to develop corresponding formulas for
all significant failure classes; however, sucha comprehensive treatment is
not attempted. The purpose, rather, is to develop enough of the nr formulas
to illustrate application of the reliability allocation theory. In the final
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section of chapter 9, the reliability allocation theory is assembled and
applicd to a particular case.

Application of the reliability allocation theory is of fundamental impor-
tance both in the development and design of new transit systems and in the
improvement of existing systems, and gives a great deal of quantitative
insight into the most efficient and appropriate means of meeting system
reliability goals at minimum cost. In particular, it shows the dramatic
improvements in system reliability that can be made possible by introduc-
ing redundancy, failure monitoring, and rapid automated pushing of failed
vehicles.
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Guideway Structures

10.1 Introduction

In transit systems that use exclusive guideways, the guideway is generally
the largest cost item, Understanding of principles of guideway cost minimi-
zation is therefore crucial to the design of economical systems. Exclusive
guideways may be either at grade, underground, or elevated; however, the
analysis of this chapter is directed only to clevated systems. In spite of
generally lower cost, at grade systems are not usually desirable in urban
areas because of interference with cross traffic and increased difficulty to
clear ice and snow. The cost per unit length of underground systems is
roughly proportional to the cross-section area of the tunnel, and hence to
the cross-section area of the vehicles, Because of the cost of relocating
utilities, underground systems have been estimated generally to be three to
five times as expensive per unit length as elevated systems: however, a
study performed in Australial 1] indicates that for small-vehicle systems the
cost of underground systems may compare favorably with the cost of
clevated systems.

The material in this chapter is not intended to provide information
needed for detailed design of clevated guideway systems. That would be a
lengthier task than can be undertaken in a systems textbook. The objective
is rather to provide insight into principles of cost minimization. Detailed
methods of dynamic analysis, using computer simulations, have been
developed under the auspices of the American Iron and Steel Institute
(AISI)[2] and by several university groups[3,4,5,6]. The work of AISI,
which includes a comprehensive treatment of ride comfort ¢riteria, may be
the most complete modern treatment of the design of steel guideways. The
work of Snyder, Wormley, and Richardson[3] is directly useful, not only
because they develop methodology for dynamic analysis of guideway-
vehicle interactions, but because they give results that permit comparison
of required guideway weight per unit length at different vehicle weights.
The work of Paulson, Silver, and Belytschko[4] applies most directly to
heavy-rail structures. Likins and his colleagues[5,6] include vehicle
dynamics as well as guideway dynamics, as do Snyder et al., and also
provide a method for minimizing the cost per unit length of a guideway, but
for fixed cross-sectional configuration and fixed vehicle speed.

In the analysis of this chapter, it is assumed that the guideway cross
section is rectangular for two reasons: (1) it is a basic ¢ross section from
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which certain specific conclusions can be drawn; and (2) it is sufficiently
simply mathematically that the results can be understood in a general
context. Various types of loading are considered to determine which load-
ing conditions determine the beam design, and the parameter choices that
minimize the beam weight per unit length and therefore its cost, are found.

10.2 Optimum Cross Section Based on Bending Stress

Relationship between Cross-Section Area
and Moment of Inertia

Consider a beam of rectangular cross section with the dimensions shown in
figure 10-1. If the maximum bending moment on the cross section is M and
the maximum bending stress is o, then it is well known from the theory of
strength of materials that

Mc
o s (10.2.1)

in which ¢ = i/2 and I is the moment of inertia of the cross section. For the
cross section of figure 10-1,

I= 41.L"”r'dx + 2w|'”'mr‘dx
xnnn-s

- ag’_ + '!f'x (0 — 2hty + 4364)

Substituting into equation (10.2.1),
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Figure 10-1. Cross Section of a Rectangular Beam
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f,_l - % - h;’_ + " - 2he; + 436) (10.2.2)

It is convenicnt to introduce the dimensionless variables
A = Wity
a = wiyht, (10.2.3)
I = llen i
Then, equation (10.2.2) can be written
I =3 + alh* - 24 + 43) (10.2.4)
The cross sectional area of the beam is, from figure 10-1,
A = 2ht, + wity) (10.2.5)
or in dimensionless form
o = Aty = 21 + a)h (10.2.6)
By climinating 4 between equations (10.2.4) and (10.2.6), it is possible
to obtain an equation for & as a function of # with a as a parameter. Then,
for a given J, it is possible 10 determine for what value of a & will be a
minimum. If & is a minimum, then for given wall thicknesses r,and 1, Aisa

minimum, and the cost per unit length is a minimum.
First solve equation (10.2.4) for £:

| 4+ da
‘=3G:J(l+3a)[3l—a m)}
1+ 3a '

Only the positive sign in the above equation has physical meaning. This
may be seen by noting that for fixed a and fixed ¢, and &, i mustincrease as
M increases. Substituting into equation (10.2.6) then leads to the result

o - 2(T' -fj‘:;){h - \/(l + 30-)-[3’ Ca (? I‘g%)] ] (10.2.7)
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In figure 10-2, s#/9'% is plotted from equation (10.2.7) as a function of a with
# as a parameter. Using &//'* as the ordinate reduces the range of the
plotted variable by many orders of magnitude without reducing the general-
ity of the results.

Optimum Widih/Depth Ratio

Note from figure 10-2 that there is a value of « that minimizes < for fixed J,
that is. for fixed load and wall thicknesses there is a value of w/h which
minimizes the cross sectional area and hence the cost of the beam per unit
length. As the wall thickness becomes thin, 5 becomes very large. In the
limit for very large #, equation (10.2.7) simplifies to

o = E%T’;_“g%;’,)'f (10.2.8)

Setting the derivative with respect 10 a equal to zero in equation (10.2.8)
gives

aed _ o o 239 | 30+ a)
e 0 1+ 3a [(l + 3a)'® 31 +_E'),,r]

which is satisfied if @ = 1/3. Substituting a = 1/3 into equation (10.2.8)
shows that for thin-walled box beams the minimum cross-sectional area is
found from

Ay = H23)'? I = 327 J'7 (10.2.9)

From-figure 10-2, 11 is scen that as a increases, the ratio of o 10 Wy,
increascs as follows:

a: 1 2 3 4 5 6
S et 1.06 1.20 1.34 1.47 1.59 L.70

Mateasy g,
The increased,cost of the beam is in proportion to these numbers.
Figure 10-2 shows that for decreasing J (thicker-walled beams for a
given load), the point of minimum s moves to values of a smaller than one
third, and that for a value of # between 10 and 10'*, a for minimum
vanishes. It is also noted that for thick-walled beams, the ratio /sy,
increases more rapidly as a increases than for thin-walled beams.
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Required Wall Thickness

It is of interest to determine if there is an optimum way r,and f, can be
chosen. To obtain a sufficiently high vibrational frequency (section 10.3), it
is necessary to choose the ratio of & to the span sufficiently large, and in that
way his determined. Then, for a given a, the beam will support greater load
if its wall thickness is greater. Thus the optimum wall thickness is the
minimum value that will support the load.

4
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8 |
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7
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‘0.‘) 6 '0)
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o & A 2iht, + wr,)
mex e Y A
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o

Figure 10-2. Required Cross-Sectional Area of a Box Beam at Given
Maximum Static Load
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If the minimum wall thickness is thin (r << )), equation (10.2.9) applies.
Substituting the meaning of &/ and ¥ given in figure 10-2,

M 1
Agss ™ 3.27( - "‘") ne (10.2.10)

Toax

Thus A, depends only on ¢, and not on f;. This means that ¢, should be
chosen as small as practical from the standpoints of fabrication, plate
buckling (section 10.7) and plate vibration (section 10.8). On other hand, 1,
can be chosen to accommodate a desired ratio of w/k. Thus, from equations
(10,2.3), for a = 1/3,

S
1 3w

If, for ease of material procurement it is desired to make #, = 1, then one
must choose fi/w = 3 1o minimize cost per unit length. If, however, for some
design reason it is desired to choose h/w = 1, say, then it is necessary to
choose t; = #,/3. But we have already chosen f, as thin as possible.
Therefore £, must be at least as large as t,, but clearly should be no larger.
Thus, for thin walled box beams, one should mike the choices

L = f, = [
ko= 3w
It is seen that if minimum guideway cost is desired, it is necessary to
accommodate the vehicle design to the guideway and not vice versa.
The wall thickness required to meet static stress requirements can be
found for & = 1/3 by eliminating & between equations ( 10.2.9) and (10.2.6).

Then, using the parameter definitions given in figure 10-2 and by equations
(10.2.3), and setting a = 1/3,

_ 3M
f = 70'::1# (10.2.11)

An Example of Optimum Design of a Thin- Walled Beam

Consider a specific example. Assume a uniformly loaded simply supported
beam with distance ¢, between supports. This load condition represents



263
the case of a span loaded with vehicles with zero spacing between them, the

worst static condition that must be considered. Then, from any text on
strength of materials,

Mo, = -‘l{v (10.2.12)

in which g is the load per unit length. If g, is the live load,
G = qc+ pgA (10.2.13)

in which pg is the weight per unit llength of the beam.
* Substituting for A from equation (10.2.6) with « =1/3

q = q. + 83pght

Substituting ¢ into equation (10.2.12) and the result into equation (10.2.11)
gives

32
- 167_‘,'-; (g + 83pght)

3
t= ﬁ (10.2.14)

pet; !

Vanishing of the denominator gives the span length £, for which the
beam c¢an no longer support its own weight. Setting the denominator equal
to zero and solving for £, gives

e
(Emas ™ (29'-”) (10.2.15)

Solving for t, we have

pg

We see that the maximum length for g, > 0 depends on the material
property o, /pg. For ordinary structural steel, the vield point is between 30
and 40,000 psi[7). Therefore, assume a design stress o, = 20,000 psi
(140(10)* N/m*),* and p = 484 b, /ft*[7760 kg/m’]. Then o /pg = 1804 m.

*1 psi = 6895 N/m*, 1 b ft* « 16,02 kg/m*, | Ib/ft = 14.6 N/m.
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Thus. for a steel beam say | mdeep, (€)max = 60 m. For reinforced concrete
beams. different values will be obtained depending on the arrangement of
reinforcing bars and the degree of prestressing.

For a typical live loading g, = 300 1b/ft (4470 N/m), the required

thickness of a steel beam, computed from equation (10.2.14), is given in
figure 10-3. The ratio of live load to dead load at maximum stress

Qe = ogh_ 0.2.16
pgA  pR€; (10.2.16)

is also shown as a matter of interest. Note that ¢ is proportional to g,, but
that ¢/pgA is independent of g.. .

Since t/h < < | in all cases in figure 10-3, the calculation based on
equation (10.2.14) is valid. For concrete. ¢ will be much larger and the

20 Material: Structural Steel 'j 20
a=1/3
g, = 4470 N/m
16 o, 140(10)® N/m? 116
z
. s
512 J12 &
g e
E
z -
3T N 1.0 Tam ° 5
= b= 08N ' ' ©
R :
o4} \s 44
0 1 i 1 L o
15 20 25 30 35 40

Free Span Length, m

Figure 10-3. Required Wall Thickness of an Optimum Cross Section Steel
Box Beam Uniformity Loaded
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assumption # = = in use of figure 10-2 is not valid. In this case 7 can be
found by iteration. For a given g,, 0ua, and &, assume a value of ¢ and
compute My, /& may- Then compute J and from figure 10-2 select an appro-
priate &. Then sf is determined. From equation (10.2.6) rcan now be found. If
the assumed and computed values do not agree, pick another value of r¢loser
to the computed value and repeat the calculation until the two values
converge,

Relationship between Live Load and
Weight per Unit Length

An important consideration in guideway design is to understand how the
required beam weight per unit length and hence cost varies with g,. If a and
h are held fixed, equation (10.2.6) shows that A is proportional to ¢. But,
from equation (10.2.14) ¢ is proportional to g, for 1 << h. Thus, for
thin-walled beams, A, and hence the beam weight per unit length, increases
in direct proportion to g,. Consequently the beam cost increases with g,.
For thick-walled box beams strict proportionality does not hold and the
function A(g,) must be found by iteration between equations (10.2.7) and
(10.2.6), in which in ¥ (equation (10.2.3)) M/e is substituted for //c, then M
from equation (10.2.12) and g from equation (10.2.13).

Horizontal Wind Loading

Consider horizontal wind loading. From aerodynamic theory the horizon-
tal wind pressure is ¥2p, VZ, in which p, is the air density and V. is the wind
speed. Therefore the wind loading per unit length on the guideway alone
with no vehicles is

-~

Guma = V2p,Vich 5 =0 (10.2.17)
The tolerable wind loading on a structure calculated for vertical loading is
found with the help of figure 10-2 by noting that the appropriate value of ais
the reciprocal of the value used in calculating the beam for vertical loading.
As an illustration, assume ¢ is much less than & and a = 1/3 for vertical
load. Then, for horizontal wind loads « = 3 and, from figure 10-2, .
ol 3 <

|

o = 43897,

Compare this equation with equation (10.2.9), in which & has the same
value. # is proportional to M and hence to the load per unit length. Thus
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2
Qwing ™ ( %g—) (qe + pgA)

= 0.557q, (1 +P£".)
qe

Using the example of figure 10-3, g, = 4470 N/m; and as an illustration
assume £, = 30 m. Then g/pgA = 3.0 and the tolerable wind load s

Guing = 3320 N/m

Substituting this value into equation (10.2.17), the wind speed correspond-
NG 10 Gupms = 3320 N/m is

L o2en0) |
(Vu)m:: - [ _%_):'I‘L]

But p, = 1.293 kg/m® at standard conditions, and, in the above example, it =
1 m. Thus

(V)mas = 72 m/s = 161 mi'h

With winds of even half this magnitude, it can be assumed that the system
will be shut down and the vehicles stored in sheltered locations. Thus the
added wind load on the vehicles need not be included. With, say 1/3(V ) max.
the system may, however, be operative. The wind load on the guideway
alone will then be one ninth as much but the torsional load applied to the
guideway through the vehicles must be taken into account. This problem is
considered in section 10.6.

Double Guideway

Many guideway transit systems, both in development and inoperation, use
conventional wheeled vehicles which require wide guideways. Based on
the above theory, an approach to optimum design of such a structure would
be 10 use two parallel beams rigidly connected together. These could be
I-beams, box beams, or some other shape. Let us compare these designs
with a single box beam. The variables are the depth of the beams A, the
thickness of the material r, and the span ¢,. The cquations needed to




267

compare designs are equations (10.2.2), (10.2.5), and (10.2.12). For simplic-
ity, assume £ is much less than A, and let a = 1/3 for each beam. Then, from

equations (10.2.2) and (10.2.5),

M - 2_
i th® (10.2.18)
A= 3;—" (10.2.19)

With the two-beam configuration, M is cut in half for each beam, and we
wish 10 examine the effect of this reduction on the total cross-sectional
area, that is, 24 for the two-beam configuration. Consider the following
three cases.

Case 1: Fixed ¢,, 1. Then & becomes #/,2 and A becomes A/,2. Hence the
total cross-sectional area Ay becomes 24, where A is the cross-sectional
area of a single beam, Thus, with fixed £, and ¢, a two-beam configuration
has 1.4 times the cross-sectional area of 2 one-beam configuration. Thus, if
the material cost is proportional to the cross-sectional area, the two-beam
configuration is 40 percent more expensive for the beams alone; however,
the extra labor and material required to fasten the two beams together will
increase the cost even more.

Case 2: Fixed ¢,, h. Now r becomes Y2t, and A becomes 2A. Thus A,
remains the same. But if, for the single beam £ is chosen as thin as possible
for reasons of fabrication, it is unlikely that it is possible to reduce ¢ by 50
percent, Thus, this form of the two-beam configuration is also more expen-
sive than a single beam.

Case 3: Fixed 1, A;. In this case, equation (10.2.19) shows that i becomes
Vah, and equation (10.2.18) shows that M becomes %M. Thus two beams
can carry only half the moment they must carry. But, from equation
(10.2.12), if the maximum moment carried by the two-beam configurationis
cutin half, £, must be reduced by 1/,2 = 0.707, that is, the span length must
be reduced by 30 percent, thus requiring 30 percent more support posts.
In all three cases, it is seen that a guideway cost penalty is paid if
conventional wheeled vehicles are to be used. Thus, long term interest in
monobeam transit systems is justified. The difficult problem, however, has
been to design the vehicle/guideway system in such a way that the vehicle
can switch from one guideway to another with no moving parts in the track,
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that is, by means of in-vehicle switches. Several groups, reported in the
Lea Transit Compendium([8], have succeeded in developing such switches,

10.3 Dynamic Loading—Single Vehicle
Crossing a Span

In design of a guideway of minimum weight per unit length, it is necessary
to understand the effect of motion of the vehicles on the maximum stresses
in the guideway, and the vertical accelerations produced on the vehicleasa
result of motion of the guideway. Also, knowledge of the amplitudes and
frequencies of motion of the guideway is necded to make certain that the
fatigue life of the guideway will be adequate. The objective of this section is
to give some insight into these problems and the parameters that control
them.

In this section, the simplest dynamic loading problem of interest is
solved and discussed—that of a single vehicle crossing a flexible span. For
mathematical simplicity, the dynamics of the vehicle are not taken into
account. This permits concentration on guideway characteristics and will
provide insight into choice of vehicle dynamic characteristics, but of
course in a complete solution, vehicle dynamics must be considered. Such
a treatment is given by Snyder, Wormley, and Richardson of MIT(3] for
multiple vehicle crossings of a span. Therefore the important multiple
vehicle case is treated in section 10.4 by discussion of their computer
solutions,

Equation of Motion of a Flexible Span

Figure 10-4 depicts a vehicle of weight W and speed Vabout to cross a
flexible simply supported span of length €,.

L— yix, t)

Figure 10-4. A Vehicle Cross a Flexible Span
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In the present analysis, the vehicle will be treated as a point force W moving
at speed V, and, for mathematical simplicity, the beam will be assumed to
be undamped. Since the damping of @ real beam is generally small, the
undamped beam is a useful idealization. The deflection of the beam, y(x, 1),
satisfies the partial differential equation{9]

& oa® o (10.3.1)

El 55+ PAGE

in which E is the modules of elasticity, / and A have the meanings of the
previous section, p is the mass per unit volume, and fix,r) is an arbitrary
time-space-dependent force per unit length,
For a simply supported beam, the boundary conditions are
w0, 0 = y£&,.0) =0
(10.3.2)

& - &y .
a—;} ©.0= 2% (6n=0

and the initial conditions are taken as an undeflected beam at rest, that is

¥x, 0) = ‘;l' (x,0) =0 (10.3.3)

Following reference[3], the solution of equation (10.3.1) can be ex-
pressed in the form

S
yx, 0= Y A0 sin ("'ﬂ) m=12,.. (103.4)

w1 ['

The form of the space function in equation (10.3.4) satisfies both the
differential equation and the boundary conditions (10.3.2). Substitute equa-
tion (10.3.4) into equation (10.3.1), multiply by sin (rmx/¢,), and integrate
from x = 0 to x = ¢,. The result is that A(r) satisfies the differential
equation

An + 0iAg = ;%C L"f(x. fsin max/e, dx (10.3.5)
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in which the dots denote time differentiation, and

[

‘I‘_‘ U PN "n.uo--‘—-g- "\A e c”
is 27 times the natural frequencies of vibration &' the

R
ek ».-("}:') % (10.3.6)

Solution with Vehicle as Point Load
The assumption that the vehicle behaves as a point_‘forcc means that
Ax.dx = W if x = Vi< ¢,
=0 if x¥+ Vi ] (10.3.7)

-0 it 1>V

Substituting equation (10.3.7) into equation (10.3.5) gives

)

. W
Ap + WEA, = "5 sin (1 t= L)V
pAL, (10.3.8)
- 0 t > €JV
in which
0. _m=zV (10.3.9)

K

The general solution of equation (10.3.8), for r = €,/V, is

! .
An(t) = C, sin Bt + C; COSwf + MZ‘I' s:n(-) ! <

From equation (10.3.3), the initial conditions are A,(0) = A,(0) = 0. Using
these conditions to evaluate the constants C, and C,,
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2w 1 . ,
Ay = pACL (1= B5) (SIn Buwe! — B sin wyt) (10.3.10)

in which, from equations (10.3.9) and (10.3.6),

Q,_&V fpA 1 VI
B.:-’ 7 LA %l_ 2 - - (10.3.")

Wy M ;‘M St\

is a dimensionless speed parameter. (, - e
... ¢ - ) = .,. -

( ‘b- .f.'. i N o
Comparison with Static Solution

Equation (10.3.10) applies to the case r = £,/V. The case 1 > ¢,/V will be
solved later, but first it is useful to compare the above solution with the
static solution for the same beam with a concentrated load at the center.

From any text on strength of materials, the static midspan deflection (y =
£,)2) is

W) = K %‘F (10.3.12)

For the dynamically loaded beam, equation (10.3.4) gives for the midspan
deflection

WESZ, 1) = A = A1) + A) — ... (10.3.13)

'sing equation (10.3.6), the dimensional coefficient in equation (10.3.10) is

W 2w
pAlwy T Efr?

Therefore, the ratio of dynamic to static deflection at midspan is, from
equations (10.3.10), (10.3.12) and (10.3.13),
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e % 3 ol (b granen )

me1a,...

(10.3.14)
Note that 96&/7* = 0.986 = |,

Because of the factor m*, equation (10.3.14) is very nearly given by the
first term:

_,v?(((;%;L = (.986 (ﬂ' &2;‘&,8&"“'5) (10.3.14a)

-

The vehicle reaches midspan when 1 = £,/2V. At this point, from equations
(10.3.9) and (10.3.11), Buwy! = mm/2. Therefore equation (10.3.14a) be-
comes

€2, ¢ - 1 = B, sin (=/28,)
_J_(.)%ﬁé)?ﬂ_ o.m( T A E'%) (10.3.15)

Equation (10.3.15) is plotted in figure 10-5. The maximum deflection is
1.520 times the static value and occurs when g8, = 0.373, For higher values
of B, (higher speed) the midspan deflection decreases with speed because
the beam has insufficient time to respond to the presence of the vehicle.
Below 8, = 0.373 the maximum deflection may be larger or smaller than the
static value depending on the phase relationship between the natural mo-
tion of the beam and the time of arrival of the vehicle at midspan. As the
speed decreases to zero, equation (10.3.15) approaches 96/=*; however, the
infinite series of equation (10.3.14) approaches #*/96 when r = £,/2V be-
cause of the identity

S W,
R
The maximum deflection of the beam generally occurs before or after the
vehicle reaches midspan. These maxima can be found from equation
(10.3.14a) but, from continuity, it can be assumed that they follow the
envelope indicated by the dotted line in figure 10-5. The maximum midspan
deflection while the vehicle is on the beam will probably be larger than
1.520 times the static value, but with the purpose of studying this problem
in mind, enough has been learned without computing it exactly.
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Figure 10-5. Maximum Midspan Deflection of Flexible Beam When
Vehicle Is at Midspan

A Critical Speed
The value 8, = 0.373 produces the maximum midpoint deflection when the

vehicle is at midspan, therefore the corresponding speed can be called a
critical speed. From equation (10.3.11) it is

Ver = "7':'—2 \/ﬂ— (10.3.16)

For a thin-walled steel beam, equations (10.2,2, 10.2.5) show. for the
optimum case a = /3, that

'{- -%’;’/—33- - % (10.3.17)
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Thus, equation (10.3.16) becomes

V., = 0.414 he, J_—f- (10.3.16a)

For steel, E = 30(10)° psi = 21(10)* N/m? and p = 7760 kg/m®. Thus
V., = 2150 h/€, m/s

and for W€, = 1130, V,, = 72 m/s. This speed is several times the speeds of
interest in urban transit applications, but will be of definite interest in
designing high-speed intercity systems. For a speed of say 15 mys, typical of
urban applications, 8, = 0.373(15/72) = 0.078 with the same set of paramet-
ers.

Motion of the Span after Vehicle Has Crossed

We have thus far considered only the deflection of the guideway while the
vehile is at its center. It is possible that further motion of the vehicle will
add energy to the guideway and hence increase the amplitude of its vibra-
tion. Thus, consider the case 1 > €/V. Then, the right side of equation
(10.3.8) is zero and the solution is

Adll) = -'—‘:591 Sin o’ + An(0) COS wpt’  (10.3.18)

mwhich?t =1~ (JVandA..(O).fi.(O)arcfound from equation (10.3.10) by
substituting ¢ = ¢,/V. Taking into account from equations (10.3.9) and
(10.3.11) that Bewef,/V = mm, and the expression above equation
(10.3.14),

A0) = — - WLy :i?nz:o!-(éV
_%Q)_ - _th'éargcosmw —F?r_s:;_»ﬁj)_VL

(10.3.19)
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The maximum value of A, after the vehicle has crossed the span is

found by seumg Ax(r') = 0 from equation (10.3.18), solvmg for wyt', and
substituting it into equation (10.3.18). Thus, A.(r') = 0 gives

. AD)
tanwor = EA'E.TG)‘ (10.3.20)

Using the trigonometric identity cosf = (1 + tan®d)~'7?, equation (10.3.18)
can be written in the form

An') = [i;',(,?)- tan wyt’ + A..(O)] (1 + tan? wyut')~®

Substituting equation (10.3.20),
(Admax = [AL(0) + AL(OV ] (10.3.21)

Substitute equations (10.3.19) into equation (10.3.21), taking into account
that w,¢,/V « mn/8,. The result, as a ratio to equation (10.3.12), can be
expressed in the form

(Anpax . 96,2 A N
Y0alh -~ m ml - gy |~ cosmmcosmmiBa)'* (10.3.22)

Substituting into equation (10.3.4) at x = €,/2, the ratio of dynamic to static
deflection is

g”’; --%Q - (_ [yim-ane Ne
)’( c)lulk' ;*_ Z"”—— (ré‘.ﬂ'-) (l " 508 BT)

(10.3.23)

To illustrate the character of the motion, equation (10.3.23) is plotted in
figure 10-6. Itis seen that the peak amplitude ratio is 1.691 and occurs at 8,
= 0.732. This compares with a peak amplitude ratio of 1.520 at ﬂ. 373
when the vehicle is at midspan. Thus the vehicle-at-midspan’ ¢ con tion
occurs at roughly half the speed, and equation (10.3.16) can still be consid-
ered the critical speed.
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Figure 10-6. Maximum Midspan Amplitude of Vibratory Motion of Flexi-
ble Beam After Vehicle Has Crossed It

The Maximum Vertical Acceleration of the Vehicle

The limiting conditions in design of the beam are the maximum acceleration
and the maximum dynamic bending stress. Thus formulas for these quan-

tities are now developed.
The vertical acceleration as seen from the moving vehicle is the second

total time derivative of y(x,r). Thus



‘51;' -’{-+2vmx+ V’a_}

Applying this operator 10 equation (10.3.4), then substituting x = Vr and
using equation (10.3.9) gives

a"y - z (Apsin Q.0 +24,0,c08 0 — A 0%sin (0,.0)

Substitute A,, and its derivatives from equations (10.3.10). Taking into
account equations (10.3.9) and (10.3.11), and the identity above equation
(10.3.14),

_ 2We Ve 2 — <
aﬁ'. = -m_ 2_ ?— A5 [2(cos® 10 — sin® N.0)

(ﬁ. B—)sm Wt SN (2t — 2C08 Wyl COsLd 1]

Use of trigonometric identities reduces this expression to a sum of single
cosine terms

@y 2Wev: 3o | 2cos 200
d" Tf"EI -ol'”j ' - p’-

+ 23':(:—;%1):05(0». - —Zp!_.(ll_:g: )eos(w. + 0,.):]
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Note from equation (10.3.11) that 8, varies as 1/m. Therefore the first term
of the above equation is proportional to 1/m*, but the second and third
terms are proportional to 1/m. Hence, for m > | the first term can be
neglected in rough estimations. Using equation (10.3.11), factoring out 28,,
and noting from equation (10.3.16a) that 8, is small at urban speeds, d®y/df
can be written in the approximate form

;3_ - P%: Bll“ﬁl cos 200t + (—:—:—gf) cos(l — Byt

- (:_:_glL os(1 + Byant

*©

+ }, ’-”l—[cos(l — Buwnt — cos(l + B,.)w..r]] (11.3.25)

Since B, is much less than |, the second and third terms of the first vibration

mode dominate the above expression. For small 8, 11 = B =~ 15 B,
Then, using trigonometric identities, the second and third terms become
approximately

2sin 1,7 sinw,t — B, cose, cos (1,1)

But 0,1 = =/2 when the vehicle is at midspan, and e, is much greater than
0),. Therefore, for 8, much less than 1, the maximum value of this expres-
sion is close to 2. Therefore

Ady| o 2WB _ 2(WiglV
g dft |, pgA¢, w [pAEl (10.3.26)

In which g is the acceleration of gravity.

Minimizing the Maximum Acceleration

Equation (10,3.26) is valid only if 8, is much less than |, but from the
example following equation (10.3.16a) this is usually true in urban applica-
tions. From equation (10.3.11), the condition of small 8, requires that the
material property E/p be as large as possible, the cross-sectional property
1/A be as large as possible, and for optimized values of Elpand I/A, that the
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span ¢, be limited for a given speed, or vice versa. For a given value of 8,
equation (10.3.26) shows that the maximum acceleration depends on
WipgA¢é,, the ratio of vehicle weight to span weight. But p, A, and ¢, have
already entered into computation of 8,. Therefore, the acceleration can be
held below a specified limit only by limiting the weight of the vehicle. As
shown by the rightmost form of equation (10.3.26), the maximum accelera-
tion is insensitive to variations in span length £, as long as the condition 8, is
much less than | is maintained.

As indicated above, the cross-section parameter I/Ashould be
miximized to minimize the effects of dynamic loading. Or, for given J/A,
the dimension of the cross section should be chosen to minimize A, hence
the weight per unit length, and hence cost per unit length. Clearly, the cross
section that maximizes / for given A is one in which the bulk of the material
is as far from the neutral axis of the beam as possible. For a box beam (see
figure 10-1) of given wall thickness, 7 is maximized if the aspect ratio a =
w/h vanishes. This is, of course, an unobtainable condition because lateral
stiffness must be provided.

On the other hand, we found in section 10.2 that to maximize the
load-carrying ability under static conditions, //c had to be maximized fora
given cross section area and this leads to & = 1/3, For this condition,
equation (10.2.2) and (10.2.5) show that, for the box beam with thin walls,

I _ Rl +3a)|_nr
A Rli1+a £

We must concern ourselves with horizontal loads; therefore consider that
/A for the same beam in the horizontal direction is found by interchanging
w and A, where a = w/h, Thus

wt .
(A e = T§(||++§ 3) r

Thus, from equations (10.3.6) and (10.3.11),

Bven__ = _(@hem o (5,412 = 0.430

(81 )neeiz (@) )vert

Thus, the natural frequency of the beam in the horizontal plane is 43
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percent of its value in the vertical plane. The load in the horizontal plane on
a straight piece of guideway is due mainly to wind, which isalow frequency
load. There is also a load due to unbalanced vehicles, much smaller and
much more variable than the vertical load.

In curves, the load is due to the centrifugal force WV3gR, which for
comfort should be less than about W/4. Then, from the middle expressionin
equation (10,3.26), in the horizontal directions Wj, becomes

W W
ol 6%3‘ (¥ 0.58Wg,

Thus. without changing ¢,. the maximum acceleration in the horizontal
planc is only 58 percent of its value in the vertical plane in the case of a box
beam for which a = 1/3. In conclusion, it appears that a beam aspect ratio a
of one-third is large enough to provide adequate stiffness in the horizontal
plane.

Weight Penalty for Deviation from Optimum Cross Section

While it is of fundamental importance to find the optimum properties of the
cross section for minimum cost per unit length, itis also important to know
how much the cost increases if @ nonoptimum cross section 1s used. As
before, we assume that the cost per unit length increases with A", Thus, we
wish to find how A varies with a for a given value of /A, that is, for given
maximum acceleration (see the rightmost form of equation (10.3.26)).
First. substitute w = ah into equation (10.2.5) and solve for h. The result

is

.

h = -

+|-

f (1

t

Substitute this value of & into the equation for I, which is immediately
above equation (10.2.2). Thus

- A (143 1L @ £« _|(103.2
IA A’[Wt‘ (+a_)) 3 (0 + )r+37(l+a)]( L

*Bare material cost will increase in direct proportion to A: however, fabrication costs and
auxiliary cquipment costs do pot increase so rapadly.
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The dimensionless parameter A/f must be large in all practical cross
sections; thercfore, for constant JA, A varies with a for fixed r according to
the equation

A L 1 +af |
A=15 [ 35(1—+5a—)] (10.3.28)

in which A, ; corresponds to & = 1/3. Some values of this expression are as
follows: '

a: 0 13 1 2 3 4 6
AlA,5 096 1 1.14 1.34 1.52 1.69 1.98

Comparing with the values following equation (10.2.9), one can see that the
cost of the beam increases more rapidly to satisfy the dynamic loading
criterion than the bending stress criterion.

Thus, from the viewpoint of vertical dynamic loading only, the cost per
unit length is 4 percent less for the ideal and impractical cases « = 0, as
compared to the bending optimum case @ = 1/3. If @ = 1/3 is taken as
optimum, it is scen that a square beam costs 14 percent more, the case a = 3
costs 52 percent more, and so forth. See footnote on page 280.

The Relationship between Beam Weight and Vehicle
Weight at Maximum Acceleration

It is also of importance to understand how the cost of a guideway of a given
shape varies with vehicle weight. Thus, for a = 1/3 and A/ much greater
than 1, equation (10.3.27) shows that

1 (3) a
i 24 (4) r
Substituting into equation (10.3.26),

d*

4 4.8(Wig)Vie (10.3.29)

wax (pE)® A

I
2

Thus, for given maximum acceleration, speed. material; and wall thick-
ness, the weight of the beam is proportional to the square root of the
weight of the vehicles.
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The Relationship between Vehicle Weight and
Speed at Maximum Acceleration

From equation (10.2,5), we have for a = 1/3, A = 8th/3. Substituting this
value into equation (10.3,29) gives

;_ f’,;lm . _Oi‘%“%’/fh),i (10.3.30)

As an example, consider the steel beam assumed in computing figure 10-3.
For steel, E = 30(10)* psi = 21(10)"° N/m* and p = 7760 kg/m*; therefore
(Ep)'* = 4,010 kg/m®s. Assume /i = | mand take the realtionship between
t and ¢, from figure 10-3, Then, equation (10.3.30) becomes (f in c/m)

Lyl o -« (WigV
o T faax = 17007 (10.3.31)

Note that, because of the direct relationship between £ and the span length,
¢,. the acceleration decreases as the span increases. From the viewpoint of
the fabrication problem, however, there is a minimum practical value of .
Suppose this is one centimeter. Using this value, figure 10-3 shows that the
span must be less than 34 m. Assume this is true. Then, consider the
tolerable acceleration.

Referencel2], section 4.5, gives standards for vertical vibration recom-
mended by the International Organization for Standardization (ISO).
These standards are given as a function of frequency and exposure time.
For a transit guideway system the frequency of significance is simply the
reciprocal of the time required to traverse a single span, f; = V/¢,. The
highest value of f; for urban applications may correspond to say V = 20m's,
¢, = 20 m; or f, = 1 Hz. For frequencies below about f, = 1.4 Hz, the ISO
standard recommends a low-frequency limit vertical acceleration for ride
comfort of 0.0707 g.  Substituting this value into equation (10.3.31) with ¢
= | ¢m gives

v =i}§-f’° (10.3.32)

in which M, = W/g in kg if V is in m/s. Thus, for a 1000 kg vehicle, the
velocity should not exceed 42 m/s; or for a 2000-kg vehicle, V should not
exceed 21 m/s, and so forth. The significance of these results is that, with

1\‘-33 2.z
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the assumed geometric parameters for a thin-walled steel box beam, stress,
not ride comfort, determines the design at urban speeds if only one vehicle
passes over each span at one time and the vibrations of the span are not
amplified by multiple passages of vehicles. The latter restriction is relaxed
in section 10.4.

The Maximum Dynamic Bending Stress

The bending stress in a beam is given by equation (10.2.1) in terms of the
bending moment M. From any textbook on strength of materials, Mis given
in terms of the deflection curve by

M= EIYY
Thus
o= cET} (10.3.33)
From equation (10.3.4)
a* X ma . [ mmx
o = 2 AR (?.-) sin ( 7_) (10.3.34)

Fort < £,/V, A (1) is given by equation (10.3.10). Thus otx.7) is found by
combining equation (10.3.33) and (10.3.34) and then by substituting equa-
tion(10.3.10). Using the relationship above equation (10.3.14), the result is

_8c WE, \ Z (sin Butoml = B SiN w41) . -
o 1.-’7( N )_2.-' mil — BL) sin —(:'— (10.3.35)

in which W¢,/4 is the maximum moment in a statically loaded and simply
supported beam with a concentrated load at the center.
In the example used with equation (10.3.16a), it was shown that 8, is
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much less than one in urban applications. Taking into account equation
(10.3.11), equation (10.3.35) can therefore be approximated by

-
-~
-

>

L sin Q¢ sin ("’;") (10.3.36)
L

L=

SIS

‘m

This equation applies up to 7 = £,/V. Therefore, from equation 10.3.9), Q.
reaches a maximum of mar. Consequently, sin {27 reaches its maximum of
unity for all modes. The first mode (m = 1), for example, reaches its
maximum when the vehicle is at midspan. Higher modes reach their max-
ima earlier. Without detailed calculations for a range of values of the
parameters, it is not possible to calculate a precise maximum stress; how-
ever, it is seen that for the first mode & p/o, = 8/7* = 0.81, and for higher
modes, the maximum stress falls off as 1/m?, Thus, it is unlikely that (o)
will be much above the static stress, .

Consider the case ¢ > £/V. From equation (10.3.22), the maximum
value of A,, for this case, using equation (10.3.12), is

(A L
Y e El = m\(l - B%)

But, from equation (10.3.10), using the expression above equation
(10.3.14), the maximum value of A, when 1 < £JVis

we, 2 1

(Aw) ey EL @ m(1 — B

Hence, after the vehicle passes over the span, the maximum stress does not
exceed a factor 28,/(1 + B,,) times the maximum stress for 1 < £,/V. For
urban speeds, this factor is well under one, therefore the maximum stress is
reached while the vehicle is on the span, and, as shown above, is close to
the maximum static stress.

During the life of the guideway, it will undergo millions of cycles of
stress. In a short-headway system, there may typically be 3000 vehicle
passages in the peak hour over a given span, or about 30,000 passages per
day. Assuming 300 full days of operation per year, there would be 9(10)*
passages per year, Thus, in a fifty-year life time, the guideway would have
undergone in the neighborhood of 500 million cycles. It is clear therefore
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that the maximum stress must be kept well below the fatigue stress limit of
the material. From reference[7], p. 5-11, the fatigue stress limit for an
indefinite number of stress cycles is given for ordinary structural steel as
30,000 psi (210« (10)* N/m?). Thus, the use of a design working stress limit of
20,000 psi, as has been done in all examples in this chapter, will insure long
life of the structure without requiring more expensive special steels.

10.4 Dynamic Loading—Cascade of Vehicles
Crossing a Span

Consider a cascade of vehicles crossing the span of figure 10-4 of equal
weight W and spaced a distance ¢, apart. If cach vehicle canbe represented
by a point load, the integral of equation (10.3.5) becomes

4 X,
L "fix.t) sin muxié, dx = WY sin ma/é, [Vt — (i =1)¢,)

(10.4.1)

in which N is the number of vehicles, but only those terms are included for
which

0= Vi — (i — 1), = ¢, (10.4.2)

With the help of a trigonometric identity and equation (10.3.9), the right
side of equation (10.4.1) may be written in the form

W(A sin Q2.1 + B cos 2,0

in which

. .
A= cos muéai

i=p - (‘

B = i sinﬂ(‘i

=p Ca

If €, > £,. there is only one vehicle at a time on the span, hence the sums
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in A and B have only one term, Moreover, between the passage of the first
vehicle across x = ¢, and the arrival of the sccond vehicle at x = 0, the
forcing function vanishes. If €, < €,,p=g= lfor0= Vi=é;p=1,4~2
for £, = Vi = 2¢, = ¢,; and so forth. Thus the exact solution must be broken
down into time steps corresponding to crossings of the vehicles across the
boundaries of the span at x = 0 and ¢,.

No such solution will be attempted because it is easier 1o do on a
computer, and Synder, Wormley, and Richardson of the department of
mechanical engineering at MIT[3] have completed an even more realistic
case—one in which each vehicle is represented by a pair of point forces at
the front and rear wheels, and in which both structural damping and vehicle
dynamics are included. We will discuss that solution, but before doing so, it
is useful to study the characteristics of the mutliple vehicle solution in a
general way: Motions of each mode m of vibration will be enhanced by
successive passes of the vehicles if each vehicle arrives at x = 0 at the
instant y.(x, 1) = 0 and y,(x, #) > 0, that is, when the span is just ready to
begin its downward motion. If the vehicle arrives at x = O when y,(x, 1) = 0
but y4(x, ) < 0, the vehicle's weight will resist the motion of the span, and
decrease the amplitude of motion.

The natural frequencies of vibration of the beam are given by equation
(10.3.6), and the corresponding periods of motion are 2s/w,. Thus, if £,/V
= 2mlw, for mode m, that mode will be enhanced. If f; = w,/2w, and
equation (10.3.6) is substituted, the critical headways are

& I
=. 4.
v (104-3)
in which
_ ® El
L= 3\ pA (10.4.9)

is the fundamental natural frequency of vibration of the beam if its ends are
simply supported.

The quantity £,/V is the time headway between vehicles. Thus, as the
time headway decreases, large amplitude motion can first be expected
when the time headway approaches 1/f,. Excitation of the second mode can
be expected as V/¢, approaches 4f;, and so forth. However, since vehicles
must operate at a range of spacings down to the minimum permissible.“lhe
beam must be designed so that V/¢, < f,.

3 e 4

. ) Lt
"‘f, e L
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To obtain a feeling for the magnitude of f;, consider a numerical exam-
ple based on the numbers used in computing V., from equation (10.3.16).
Thus, using equation (10.3.17) and the value of E/p for steel, given after
equation (10.3.16a) equation (10.4.4) becomes

= 2890 L (10.4.42)

where the lengths are in meters. Notice that f, is independent of the
thickness of the beam walls. If, for example, h = Imand €, = 20m, f, =
7.23 Hz, and 1/f; = 0.14 5. On the other hand, if a longer span, say £, = 40m
is desired, 1/f, = 0.55 s.

In section 7.2 it was concluded, based on kinematical considerations,
that a minimum headway of the order of 0.25 s is practical if the correct
design choices are made. It is now seen that, with a steel beam one meter
deep, this appears practical from the structural point of view for simply
supported spans of 20 m, but not for spans longer than about 25 m. If the
ends are constrained so that they cannot rotate under load, f; increases. For
completely clamped ends, Timoshenko[9] shows that f, increases over the
value given by equation (10.4.4) by the factor (4.730/m)* = 2.267. In this
case, l/f, for ¢, = 40 m decreases to 0.24 s. For short-headway transit
systems, making the ends of the guideway at the supports rigid may be less
expensive than reducing the post spacing or increasing the depth of the
beam: however, considering the need for thermal expansion joints, this
may be difficult.

An accurate assessment of the minimum practical headway, or of the
design parameter choices required for a given headway, requires a detailed
computer analysis such as performed by Snyder et al.[3]. Their results
pertain to the performance of vehicles travelling on rough guideways as
well as on flexible guideways. While the question of tolerable guideway
roughness is of crucial importance in the cost of fabrication of the guide-
way, it is not considered further herc. We consider rather the limitations
reported by Snyder et al. due to flexible guideways. The results reported
there are understood by means of the equation of criticality obtained by
setting m = | in equation (10.4.3). Normalizing with respect to the span
length ¢,, this equation can be written

I R abletim

-
%ﬁ - },’%_s V. (10.4.5)

in which V, is referred to by Snyder et al. as the “‘crossing-velocity
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frequency ratio.” Itis the ratio of the inverse of the crossing time, £,/V, that
is the crossing frequency, to the fundamental frequency of vibration of the
beam. When ¢,/¢,, the dimensionless headway, reduces enough to equal
V.. the successive vehicle passages augment the natural vibration of the
beam. The computer analysis of Snyder et al. indicates that, as more and
more vehicles cross the span, the maximum amplitude of motion continues
to build up, and reaches steady state only after the crossing of fifteen to
‘twenty-five vehicles. Also, the maximum deflection of the span is in-
“Creased after the twenty-fifth vehicle passes by a factor of 3.4/1.8 = 1.9
over the deflection after one passage. Thus, the maximum beam deflection
and stress estimated above for the case of one vehicle crossing are approx-
imately doubled.

Snyder et al. show a series of computer-drawn plots of the nondimen-
sional maximum midspan deflection (yu,,/¥*), where y* is the static value
given by equation (10.3.12), plotted as a function of V, (equation (10.4.5))
for four values of €,/¢,: 1.5, 1.0,0.5, 0.25. Figure 10-7, taken from Snyder et
al.[3] with permission, is a typical example. In this figure, €, = 30.48 m and
the structural damping ratio of the beam is 0,025, The deflections shown are
the steadystate values achicved after fifteen to twenty-five vehicles have
crossed the span. The plots can be envisioned as the resulting deflections if
a cascade of vehicles at fixed headway ¢, continually increases its speed.
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Nondimansional Maximum

Midspan Deflection {17 v*)

10 1 \ N

0.0 0.5 1.0 1.5 2.0
Crossing Velocity Frequency Rato V,
Figure 10-7. Maximum Midspan Deflections due to a Series of 1260-kg
Vehicles Crossing a 30.48-m Span (from reference[3], De-
partment of Mcchanical Engineering, M.L.T.)
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If £,/¢, = 0.25, and V'is very small, the deflection is,the static value for
vehicles equally spaced along the span. As Vincreases, ¥y, doesn’t begin
to increase noticeably until V, gets within about 20 percent of the critigg
value of 0.25 (equation (10.4.5)). At V. = 0.25 the deflection is about
times the static value, Then, after the speed has increased so that V, = 0,30,
the deflection is back to the static value and remains there through the
remainder of the range of V. shown. -1
If €€, = 0.5, yu.y reaches a much higher maximum (6 9llmee the static
value) at the eritical value of V. = 0.5, but also peaks at V. = ¥, and slightly
at V. = 1/6. The explanation for this behavior is seen by following the
derivation of equation (10.4.3) and concentrating on the fundamental
mode, m = |. Thus, if the time headway between vehicles, £,/V, is equal to
the period of motion 1/f;, each cycle of vibration of the beam is enhanced by

-

the passage of each successive vehicle. But, the vibratory motion will also.

be enhanced, though to a lesser extent, if every other or every third, and so
forth, vehicle arrives at the beginning of a period of motion of the beam.
Thus, successively smaller resonances will occur when

vV = 2f,, 3, ..

Or, in the notation of equation (10.4.5), successively smaller resonances
occur when

& O
V, = L a O 10.4.6
"2 3¢ ( )

For €,/¢,=0.5, V.= 1/4, 1/6, and so forth. For £,/¢, = 1.0, resonances at V,
= 1, 12, /3, /4, I/5, and l/6 are visible; and for £€,/€, = 1.5 resonances may
be seen at V, = 1.5, 0.75, 0.5, 0.375, 0.3, and 0.25. Equation (10.4.6)
corresponds to equation 5.1 of reference [3) for m « 1.

Only the fundamental resonance, corresponding to V., = €,/¢, produces
an amplitude above the static value for £,/€, = 0.25. On this basis, there-
fore, the lower-speed resonances need not be avoided. It is important to
note also, from figure 10-7, that the peak deflections increase in magnitude
as the headway increases. Thus, with long headway systems it is particu-
larly important to avoid operating a long stream of vehicles at €, = £, V..

Any clevated guideway transit system must be designed for the static
loading condition of vehicles end to end on the guideway (equation
(10.2.12). Thus, in the case where the minimum operating headway ¢,/¢, is
0.25, the worst static condition produces a higher stress if £, is less than
£,J/1.4, where £, is the vehicle length. If this condition holds, the resonant
condition V£, = ¢, need not be avoided for stress reasons. If the minimum

2,5
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operating headway ¢€,/£, = 0.5, we must have £, < €,/6.9 if the static
condition is to prevail, and so forth. If the system happens to operate with &
long stream of vehicles at €, = (€4) s, it may, with low probability, operate
at one of the secondary resonant points of cquation (10.4.6), but these
resonances are not strong enough to be of concern. In any case, ride
comfort will be increased if long streams of equally spaced vehicles are not
permitted to form, that is, random spacing will improve ride comfort.

The MIT group[3] assumed a concrete guideway cross section of fixed
shape and, in their computer runs, varied its size until both the stress
criterion and the ride comfort criterion were satisfied. They found the
required guideway cross sections by making computer runs of multiple
vehicle crossings using three vehicle masses with the following characteris-
1cs:

Gross Vehicle Mass (kg) 1260 2700 4860
Passenger Capacity 4 6 12
Headway (s) 0.2 03 1.0
Flow (persons’s) 20 20 12

The results arc shown in figure 10-8. Here we have plotted the required
guideway mass per unit length as a function of vehicle mass for the two
spans chosen in reference(3]: €, = 15,2 mand 30.4 m, and for the cases of a
single crossing and of multiple crossings sufficient to produce maximum
amplitude of motion. Each of the twelve data points shown corresponds to
a set of computer runs required to find the minimum guideway mass per
unit length that satisfies both the stress and ride comfort criteria. For
instance, the data point corresponding to figure 10-7 is the one for multiple
crossings for which M, = 1260 kg and £, = 30.4 m. For this case, f, = 1.49
Hz and ¢, = (13.4 m/s) (0.2 5) = 2.68 m. Hence,

= 0.296 and A = 0.088

V. 2

_ Vv
= i

In this case, £, is so small that £, cannot be much less than ¢,. Hence the
dynamic load condition is likely to produce the greatest stress, From figure
10-7, it can be inferred, however, that for such a low value of £,/¢,, the
amplitude rise at V, = £,/¢, will be quite small, and that the vehicles have
passed over this minor critical point to reach V. = 0,296,

Because of the different relationships to the resonant points in the
various data points of figure 10-8 and in other configurations, onc must not
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Figure 10-8. Guideway Mass per Unit Length Required to Meet Stress and
Ride-Comfort Criteria

generalize the results of figure 10-8 too far; however, we can make the
following observations:

1. The required guideway mass increases in going from single crossings
to multiple crossings by about 20, 11, and 1.5 percent for vehicles masses of
1260, 2700, and 4860 kg, respectively. Thus, at least in this example, the
analysis of multiple crossings is significant only in the smaller-vehicle
cases, but the increase in guideway mass is small enough so that the single
vehicle crossing, analyzed exactly, is of much interest in understanding the
basic phenomena. (It must be remembered, however, that the MIT study
also took into account vehicle dynamics.)

2. Ataconstant flow of persons per second, smaller vehicles will result
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in a lower guideway mass per unit length and hence lower cost. Note that
the data corresponding to the largest of the three vehicles corresponds toa
flow only six tenths of the flow in the two other cases. Thus, if the flow with
the largest-mass vehicle were increased to correspond to the other two
cases, its guideway would be substantially larger.

From equation (10.3.29) it was concluded that-the mass per unit length
of the guideway is proportional to the square root of the vehicle mass if the
ride comfort criterion governs over the stress criterion. To test this
hypothesis in the case of the data of figure 10-8, dashed curves proportional
to M} are drawn from the multiple crossing data points for the lightest
vehicle. It is seen that the square-root assumption underestimates the
guideway mass when £, = 15.2 m, but overestimates it when &, = 30.4 m.
The differences are not surprising, however, because of: (1) the lower flow
for the heaviest vehicle; (2) the fact that equation (10.3.29) is approximate;
and (3) the fact that figure 10-8 applies for one specific velocity. The
relationship

GUIDEWAY MASS = (VEHICLE MASS)"

is still a good rough approximation,
-"

]
10.5 Limit Valve of Speed Based on
Ride Comfort

Based on the analysis of section 10.4, it is useful to consider the following
simplified analysis of ride comfort in vehicles in a cascade: Consider the
case where £,/¢, is much less than | and assume the guideway is uniformly
loaded with a load per unit length g = W/¢,, where Wis the vehicle weight.
Based on figure 10-7, assume that for small £,/¢, the resonant effects are
small and. therefore, that the beam deflection is the static deflection with
the load g. To increase ride comfort, assume that the beams are precam-
bered to lie flat on their support posts when no vehicles are present. Thus,
the deflection will be totally due to vehicle weight. To increase the beam
natural frequency, clamp the ends of the beams on the support posts by
overlaying steel sheets sccured to the beams in such a way that thermal
expansion can take place.

From any text on strength of materials, the maximum moment in such a
beam is

Mau = “g‘ (10.5.1)
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and the maximum deflection is

_ gt}
Boax = Tﬁl (10.5.2)

With clamped beams, we can assume that the vertical displacement seen by
a passenger is

Yoy = —A?’L sin wf

where
w = 2wV,

Hence, the maximum vertical acceleration is

Gy = “-;x- @ = 2030, VAIE? (10.5.3)

Assume the beam is designed to a certain maximum bending stress o,
under the total load of vehicles end to end and beam ‘weisht. Then, from
cquations (10.2.1) and (10.5.1), the required moment of inertia is

= g My = —};f,’:_—(g«» psA)

in which & = 2¢, £, is the vehicle length, and pgA is the weight per unit
length of the beam. Substituting this value of [ into cquation (10.5.2), and
rcmcmbcnng that because of the assumed camber, g = WI(,'m computing
maximum deflection, equation (10.5. 2) becomes

'." "“( &
L anlif, 1
Benx = “TRERE, (T F pRALIW) poce

Substituting this expression into equation (10.5.3) and solving for V, we
obtain
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Vi = %_[ _Z.a..Eh«{ | +PRAL, )] (10.5.4)

It is worthwhile to note from structural theory that if the beam had been
simply supported, the factor of 12 in equation (10.5.1) would become 8, and
the factor of 384 in equation (10.5.2) would become 384/5. Thus, E in
equation (10.5.4) should be multiplied by 12/(8+ 5) = 0.3, and the maximum
value of V for adequate ride comfort would reduce by (0.3)'* = 0,548,

We see that increasing the maximum stress o, lowers the limit velocity,
This is because o, permits higher deflection. As expected, a heavier beam
(greater pgA) increases the limit velocity, heavier vehicles lower the limit
velocity, and a shorter headway between vehicles lowers the limit velocity.
The span ¢, does not enter directly, but through the parameter A, which
must increase with £, at a given o,,. The limit velocity can be increased
most easily be increasing h.

As indicated in connection with equation (10.3.32) assume a,, = 0.707
m/s®. Then for a one-meter-deep steel beam (E = 21(10)'* N/'m?, o, =
140(10)" N/m?®), equation (10.5.4) becomes

Vie = 29.3 (g:-)m(l + %ﬁ)m m's (10.5.5)

Thus, without computing the guideway/vehicle weight parameter, itis seen
that for all headways the limit value of speed for adequate ride comfort is
above the range of speeds of interest for urban applications. On the other
hand, if the beams are simply supported, the factor 29.3 reduces to
29.3(0.548) = 16,1 m/s = 36 mi'hr. In this case the parameter pgA¢/Wis of
interest for heavy vehicles at short headways. For steel, pg = 77600 N/m?.
Assuming an optimum steel beam, equation (10.2.5) shows that A = 8ht/3,
Assume = 1cm, i = I m. Then pgA = 2069 N/m. As an example, take the
middle vehicle of figure 10-8. Then W = 2700(10) = 27,000 N. Thus pgA/W
= 0.077 m~', Consider a minimum time headway of 0.25 second. Then, for
V=20 m/s, €, = 20(0.25) = S m. Assume ¢, = 3 m. Then for this case
pgA€J/W = 0.23 and V,, = 23.0 m/s (52 mi'hr) for simply supported beams.
Since this limit speed is above the assumed speed, the beam is still deter-
mined by the bending stress criterion and not by ride comfort. With simple
supports, however, the ride over the supports will contain higher frequency
components than assumed and requires further study. To take into account
the amplification produced near resonant conditions, 4, in equation
(10.5.4) should be reduced in the same proportion that the amplitude is
increased over the static value near resonance, If this adjustment is made to
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equation (10.5.4), it applies to the dynamic as well as to the static deflection
conditions.

10.6 Torsion
Torsional Loads

A transit guideway can be loaded in torsion due either to wind forces or to
centrifugal forces. Consider first the wind load. As an extreme condition,
assume the maximum torque on the guideway to be determined by the
condition that vehicles of height i, are parked end to end on a span of length
€,. Assume that at the support posts, the guideway is constrained from
rotating. Then the torque is greatest at the support posts and is equal to one
‘half the lorque produced on an arca h,€,. If h is the depth of the guideway,

assume the point of application of the wind load is (h + h,)/2 from the axis of
twist of the beam. Then the torque due to wind is

" - P-;-”n htsh + h,) (10.6.1)

in which p, = 1.293 kg/m?® is the air density at standard conditions and V,_ is
the maximum wind speed perpendicular to the guideway.

A centrifugal torque is produced by vehicles travelling around a curved
section of guideway at line speed V.. If the vehicle weight is W and the
maximum comfort level of lateral acceleration is aJg, each vehicle pro-
duces a maximum torque

T, = wae (h+h)
R

o+

If the headway is £,, and ¢, is the unsupported span length around a curve,
there can under normal conditions be £,/¢€, vehicles on one span. Then, as
with equation (10.6.1), the maximum torque is less than

Tduax = ot (h 4 h) & (10.6.2)

The actual torque is less than that given by equation (10.6.2) because the
curvature of the guideway causes part of the torque to add to the bending
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moment at the support post, and only a component 10 be a true torque.
Hence the present calculation is conservative.
The ratio of wind to centrifugal torque is

= PsV3 £y
T = SWads) o (10.6.3)

Assume the system operates normally up to say V, = 60 mi/h (27 m/s), and
consider two cases: (1) Standing passenger vehicles—assume a /g = 0.125
g, W= 10,0001b, (45400 N), h, = 2.4 m, €, = 130 m, and £, is the same for
straight and curved track. Then, from equation (10.6.3),

%-26

c

(2) Seated passcnger vehicles—assume a,/g = 0.25 g, W = 2000 Ib, (9080
N) h, = 1.6 m, £, = 10 m, and ¢, is again the same in both cases. Then

T e
T 33

Thus, in both cases the wind torque is dominant and can be assumed to act’
with no centrifugal forces in computation of the maximum torsional stress,
because it is not prudent to operate at normal line speed when the wind
speed is maximum.

The Torsional Stress in a Box-Beam Guideway

Assume the guideway is a box beam with the dimensions shown in figure
10-1. Lett, = t, = t << hand let the shear stress on the cross section due to
the applied torque 7 be 7. According to Timoshenko and Goodier(10] ,
Saint-Venant showed that the cross sections of a noncircular beam warp in
torsion. If they are restrained from warping, additional stress concen-
trations occur, and the following analysis must be modified. Thus, near
constrained ends, more detailed knowledge of the means by which the
supports resist torsion than available here must be available for a rigorous
solution. Such a solution has been carried out by Ebner(11] but it will be
assumed (1) that for relatively thick-walled beams (compared to aircraft
wings) the correction is small, or (2) that it is possible to design end
constraints that minimize stress concentration in torsion,
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With these caveats, consider the beam of figure 10-1 and assume that
the wall is thin compared with the depth A. In this case, Tomoshenko and
Goodier indicate that, except at the corners (considered below), the shear
stress r can be assumed uniform. Then, the torque T can be expressed as

T = 2ro{hw/2 + whi2) =2rthw

Thus,

T= -mt (10.6.4)

where A, = hw is the cross-sectional area of the beam.

The material cross-sectional area A is given by equation (10.2.5). The
shear stress is minimum for a given guideway weight per unit length if A is
maximized with A held constant. Thus, setting the variation of A equal 10
zero with ¢ fixed results in 8w = — 8h. Then

3A, = 0 = wbh + héw = (w = h)dh

Thus, as should have been expected from symmetry, a box-beam guideway
will resist a given load with the minimum weight per unit length if the beam
is square. This is an important consideration, however, only if the torsional
wind load is the dominant factor in determining the size of the guideway.

According to Timoshenko and Goodier, equation (10.6.4) is valid away
from the corners of the box beam. At the corners, there is a shear-stress
concentration dependent upon the ratio of the inside radius of curvature at
the corners, a, to the wall thickness, 1. On page 301, reference[10], a curve
of the stress concentration as a function of a/f is given, calculated both on
the basis of an approximate analytical theory and a numerical calculation
by finite differences. For example, for a/t = 1.0, 7o, /7 = 1.3; and for a/r =
0.5, Tpay/r = 1.7. To be safe, assume the stress concentration factor to be
two, so that, from equation (10.6.4),

_ T
Tmax = m: (10.6.5)

Substituting equation (10.6.1) into equation (10.6.5), the maximum
shear stress (A, = hw = ak?) is
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oax = PR ",'-’7":(1 + ’7"1) (10.6.6)

Assume p, = 1.293 kg/m*, V, =2Tm/s,a = 1/3,h = I m, and h, = 2.4 m.
Then

oy = 2884 £‘: "’:’, = 0.410¢,/1 psi

Taking values of £,/r from figure 10-3, the following stresses are found:

€ (m): 20 0 40
T PSI): 2830 1585 893
Tensadl N/MP): 199010y 1020108 6.3(100*

Thus, for a design based on bending stress, the shear stress is greatest
where ¢, and ¢ are the smallest. Since the design shear stress for structural
steel[7] is about 12,000 psi (84(10)°N/m?), the design is in all cases deter-
mined by bending stresses, not shear stresses. If the minimum plate thick-
ness is limited to say | cm for ease of fabrication, as assumed following
equation (10.3.31), the maximum shear stress is even less for the smaller
values of £,.

This conclusion leads to increased flexibility in design because the full
box beam is not needed for resisting torsional loads. As an example,
assume w = 1/3 m but that, for the portion of the box beam that resists
torsion. ki is reduced to the valuc A’ such that 7, in equation (10.6.5), is
equal to the design value. Then, substituting, A, = wh' and equation
(10.6.1) for T, equation (10.6.5) can be expressed in the form

. paVi £, h
W= %;;:-'L-“g- (h + h,)

17.510)°¢ £/t for h, =1.6 m

34.4(10)%¢ Jtfor hy, = 2.4m

(10.6.7)

in which, in computing the lever arm for the wind torque, his still taken as |
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m. ASSUME I = 1 ¢M, as suggested above. Then figure 10-3 shows that is
greater than f,, only above ¢, about 34 m. With this assumption, several
values of A' are as follows:

¢,(m) ticm) hy(m) h'(cm)
20 1 1.6 3.50
30 1 1.6 5.25
40 1.84 1.6 3.80
20 1 24 6.88
30 1 2.4 10.32
40 1.84 24 7.48

Thus, a much shallower beam than a full box beam one meter deep will
provide ample torsional strength. Note from equation (10.6.7) that " is a
quadratic function of the height of the vehicle, &, but that for full, unslotted
box beams, extra vehicle height is not significant in torsion from the
viewpoint of shear stress. (It may, however, be a factor in lateral vehicle
stability.) If increased h, adds to the weight of the vehicle; however, it will
require a heavier beam. These conclusions indicate that the use of
U-shaped beams to simplify switching, as is done in the design developed
by The Aerospace Corporation[12] is a practical configuration.

Slorted Box-Beam Guideways

One of the most difficult design problems in narrow-beam transit systems is
to develop a practical configuration that can permit vehicles to switch
without moving a portion of the track. The requirement of movement of the
track generally restricts the systems to long headways, hence large vehi-
cles, hence to a large cross-section, high cost guideway. A method around
this problem, employed in the design of the Rohr Monocab system in the
United States, and the H-Bahn system in West Germany, is to slot the
guideway so that a suspension bogie can ride inside the beam{13]. The
subject of this subsection is the analysis of the torsional stresses in such a
beam.

The theory of torsion of open channel sections is developed by
Timoshenko and Goodier{10].

From this work, the maximum torsional stress in a thin-walled channel
section and away from a corner is found to be the same as the maximum
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torsional stress in a bar of narrow cross section of thickness r and width bif
the developed length of the channel cross section is b and its thickness is
also 7. Thus, reference| 10) gives for the maximum shear stress of a channel
section the formula

_ 3T
L T

in which T'is the applied torque. Just as with the development of equation
(10.6.5), to account for stress concentrations in the corner, we will multiply
the above value by two to obtain

Toax = -2_11;

For a thin-walled slotted box beam of depth /i and width w, b = 2(h + w)if
we neglect the width of the slot. Then

_ 3T
Toax = T+ wiff (10.6.8)

In this case, the maximum stress is independent of the ratio w/h and
depends only on the length of the perimeter.

Comparing with equation (10.6.5) with A, = wh, we see that the slot
increases the maximum stress by the factor

(Tmaxhiot -  SWh
Tansdos st~ (B + W (10.6.9)

Forbeams withh = | m.w = 1/3m, 7 = | ¢m, this ratio is 75. Thus, while the
torsional stress in a full box beam was well below the design stress, it will
dominate the design of a slotted box beam.

Substitute equation (10.6.1) into equation (10.6.8).
Then

Vi he, [+ h
- Egg—&l';,x(mr-) (10.6.10)

As in the previous subsection, let p, = 1.293 kg/m® and V,, = 27 m/s. Then
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3p. ViR = 353 N/m* = 0.05 psi. Again assume a design shear stress of
12,000 psi or 84(10)* N/m?. To get a feeling for magnitudes, leth = I m, w =
1/3m, and £, » 20m. Then from equation (10.6.10) the thickness needed to
resist the torsional load is

t=160cmforh, = 1.6m
=22cmforh, =24 m

For a closed box beam, it was argued that the walls should be at least I cm
thick to simplify fabrication. If this proves correct, the penalty in added
weight per unit length and hence cost per unit length in using a slotted box
beamis afactorof 1.6 for ki, = 1.6 mand 2.24 for h, = 2.4 m. Recall from the
previous subsection that these two values of A, correspond to the use of
scated- or standing-passenger vehicles, respectively. Thus, with slotted
box beams, the penalty in guideway cost in using standing-passenger
versus seated-passenger vehicles is a factor of 2.24/1.60 = 1.40 or 40
percent,

An alternative design for a slotted beam configuration is to use a shallow
box defined by equation (10.6.7) to resist torsion and thinner walls to
contain the bogie. The fabrication cost of such a design would, however,
increase,

10.7 Plate Buckling

If a box-beam guideway is built up of thin steel plates, it is necessary to
ascertain that the side walls are thick enough so that they will not fail by
buckling. The theory of buckling is given by Timoshenko| 14]. To determine
the critical buckling load of the side walls of a box beam, we must define the
manner of support of the edges of the side walls and the manner of loading.
These factors will differ with different vehicle support configurations, but
before troubling to define them in detail it is useful to consider a simplified
configuration which can be cxpected to produce buckling most easily. Then
we c¢an compare it with other configurations.

The simplest configuration of interest is a plate of length €, width &, and
thickness ¢ simply supported along all its edges and subject to a uniform
load per unit length N along the boundaries of length £, in which we assume
¢ is much greater than . Then, from reference[14], p. 329, the critical
buckling load, converted to our notation, is

#p(¢ .  h\ _ =D i\
Ner = T(F*?) - 7;!‘(‘ *ef)
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in which

Er*
D= =

isthe pla:ctc rigidity factor, where v is Poisson’s ratio and Eis the modulus of
clasticity. For structural steel » = 0.3 and E = 21(10)"° N/m*.

Thus, the critical buckling load for a steel plate for which /i is much less
than € is

N., = 19(10)" r:’,N/m (10.7.1)

in which ris in centimeters and / is in meters, For the plate used in previous
calculations for which t = 1 cmand A = 1 m,

N, = 19(10)* N/m (12,800 Ib/ft)

Compare this result with figure 5-4, where a vehicle mass of 1000 kg/m
exerts a force of 10,000 N/m. A pair of simply supported plates, idealizing a
box beam, could support up to 380,000 N/m or a mass distribution of 38,000
kg/m—far higher than the mass per unit length of any of a wide range of
transit vehicles. The actual edge conditions would stiffen the plate and
decrease its load, and the load of the vehicles in most practical configura-
tions is not applied directly to the top of the plates. Therefore, plate
buckling plays no role in designing box-beam structures of the approximate
dimensions considered above,

As a matter of interest, plate buckling would be important if N, were
reduced by a factor of about 40(scc figure 5-4). This would occur if 1 were
reduced by (40)'? = 3,42 1o about 3 mm. Such thin plates would be difficult
to handle in a steel fabrication shop.

10.8 Plate Vibration

A final factor in design of thin-plate beams is the possibility that plate
vibration will produce unwanted noise as vehicles pass. This problem can
be analyzed by means of the theory of vibration of plates, developed by
Timoshenko[9]. His equation (214) gives the frequencies of vibration of
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rectangular plates with simply supported edges. In the notation used here,
these frequencies can be expressed in the form

_m - E m o
fon =5 r\/ _l‘.’(l—-s"_)b"(l't’ + F) (10.8.1)

in which m and n are positive integers. For steel (E = 21(10)"° N/m?, p =
7760 kg/m?, v = 0.3), equation (10.8.1) becomes

fo = u.m:(',?,ﬂ%{,’-) Hz

in which r is the thickness of the plate in centimeters and, as before, rand ¢
are the depth and length in meters, respectively.

Thus, for ¢t = L ecm, i = | m, and ¢ much greater than A, the lowest
frequency (m = n = 1)is 24.7 Hz. The lowest audible frequency is about 20
Hz. Thus, corresponding tom, n = 1, 2, 3, ... , sound will be produced
throughout the audible range if the beam is excited. Measures to prevent
the production of unwanted noise depend on two factors: (1) design of the
suspension system of the vehicles in such a way that the vibratory modes of
the side walls are not excited; and (2) damping of the vibratory modes by
application of an appropriate material to the walls of the plate.

If the vehicles use wheels, for example, the use of steel wheels on steel
rails would appear to be the worst combination because imperfections in
the rails attached to the guideway and in the wheels would act as forcing
functions and would cause the plate walls of the guideway beam to vibrate
audibly as the vehicles pass. Use of rubber-tired wheels would dampen the
effect of imperfections, and the use of air or magnetic suspension would
appear to remove high frequency forcing functions altogether.

The damping of structures by use of surface treatments is discussed by
Plunkett[15,16). For the present application, the work of reference[ 6]
appears directly applicable. There it is shown that the application of a thin
viscoelastic layer constrained by even thinner sheets of a stiff maternial such
as steel or aluminum of optimum length provides a significant amount of
damping to thin beams even though the surface treatment adds less than 3
percent to the weight of the beam, The optimum constraining layer length
for damping of a thin beam is 3.28 (1,0,E./G,)'®, where E,; and 1, are the
clastic modulus and thickness of the constraining layer, respectively: and
G, and 1, are the shear modulus and thickness of the viscoclastic material,
respectively. The amount of damping falls off rapidly if the length of the
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constraining layer deviates from optimum. Torvik and Strickland[17] have
extended application of the method to plates with similar results.

10.9 Optimum Span Length

According to equation (10.2.14), the plate thickness of a box beam of
constant depth and width must increase with the span length &, in a
stress-limited design. Thus, the cost of the beam decreases as €, decreases,
but smaller £, means more support posts; therefore, there is a value of €,
that minimizes the cost of the guideway plus support posts. Itis instructive
to study this optimum design point.

To be specific, consider a thin-walled box beam design. The cost per
unit length of the beam can be expressed as

C, = Cyo + Cigp2(h + wht(£)) (10,9.1)

in which C, is the element of cost per unit length independent of £,, Cyyis
the erected cost per kilogram of material, 20k + w)r is the cross-sectional
area of the beam, and #(¢,) indicates the dependence of  on €, from equation
(10.2.14). Assume, however, that 1 is not permitted to go below a value 1,
taken in previous subsections as one centimeter.

Assume the posts are square cross-sectioned steel beams of side length
h, at the base. of wall thickness, t,, and of height ¢ above the ground. Let
the cost per post be

C, = 4C,uptylh, (10.9.2)

in which it is assumed that the total cost of the post counting its base is
proportional to the above-ground mass. But the dimensions of the base, h,,
depend on the applied moment, M = F£, where F is a force applied at the
vehicle height. F can be due to either wind or to sudden braking of a strecam
of vehicles. Then, from equation (10.2.1) and equation (10.2.2) with w = h
>>t,

Thus

N "2
hy = ( = ‘—) (10.9.3)
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If Fis due to wind,

F = %Pov:(h + h)¢,

in which (& + h,)¢, is the cross-sectional area exposed to wind in one span
length. If ¥ is due to emergency deceleration of vehicles,

in which W is the weight of each vehicle, a, is the emergency braking rate,
and ¢, is the minimum headway of a stream of vehicles.

Based on the numerical values used in connection with equation
(10.6.6), the maximum value of p, Vi(h + )2 = 1600 N/m. Assuming a,/g
=10.5, W= 12600 N (see figure 10-8), and (£,) i = Sm, a, W/g€, = 630 N/m.
Assuming that for heavier vehicles, €, increases in proportion to W, the
wind load dominates, Substituting the wind load into equation (10.9.3), and
then equation (10.9.3) into equation (10.9.2), the cost of each post is

e
C, = ZC,.'pV,,[ 1.5p,Cipth + he) ] an (10.9.9)

Tm

Now the installed cost of the whole guideway per unit length can be
expressed as

Cr=C, + -C(‘.L
Substituting equations (10.9.1) and (10.9.4),
r = Coo + AJ(£,) + AYE}R (10.9.5)
in which
A; = 2pCuM(1 + @) (10.9.6)

and

mn
Ay = 2cmpv.,[ 1.5p,€ :’&’“ "i] (10.9.7)
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The optimum span length is found by differentiating equation (10.9.5) with
respect to £, and setting the result equal to zero. Thus,

dt AJA
= S5 (10.9.8)

gives the optimum value of ¢€,.

As indicated above, it is necessary to take ¢ at least as large as t,, which,
from figure 10-3, corresponds to a specific value of £,, which we shall call
¢, Then, from the form of equation (10.9.5), it is clear that the optimum
value of ¢, must be at least as large as ¢, . Whether or not it is larger
depends on whether or not the value of ¢, that satisfics equation (10,9.8) is
larger or smaller than £, If it is smaller, €, js the optimum value; if larger,
the root of equation (10.9.8) is the optimum. Thus, assume #(¢,) is the
function given by equation (10.2.14) and express 1(¢,) in the form

-2y (10.9.9)
where
- - 3w
a 8%1;,' Bkt (10.9.10)
and
x=¢&Jb (10.9.11)
where
L 1
b= (-?”-ni ) : (10.9.12)
P8

In the expression for a, we have assumed the live load per unit length is
W/¢,, where Wis the vehicle weight and £, isits length. Now, from equation
(10,9.9),

dt 2ax

dé, K =2



Substituting this expression into equation (10.9.8),

2ax _ AJA
TR - S T Tapae

which may be written in the form

_ L
M= Tl_-lrr ('0.9.'3)

where
Ay AC/CV, 1. Spth + b))
BT GahA e i gt (109,19

Equation (10.9.13) is plotted in figure 10-9. Thus, after u is found from
equation (10.9.14), the optimum value of x is found as the corresponding
value from figure 10-9. Then ¢, is found from equations (10.9.11) and
(10.9.12). As indicated above, if this value of £, is less than €, _, €, is the
optimum value. Consider as an example a steel box beam for which & = |
m, a = /3. Withp = 7760 kg/mv?, o = 140(10)*N/m?, V= 2T m/s, and p, =
1.293 kg/m?,

= 15.KCue/ Crad 3133 + )W

Assume Cpy/Cyy = 10 to account for the cost of the entire post and its
erection, and take W to be the smallest value given in figure 10-8, 12600 N.
Thenleté, =2.6m,h + h,=2.6m,and € = Sm, Finally take 7, = 0.02mto
minimize possible damage in case of accidents, and we find g ~ 0.084,
Then, from figure 10-9, x = 0.335, From equation (10.9.12), b « 60.0 m,
Therefore, €, = 20.1 m. But, if the wall thickness is limited to say | cm,
figure 10-3 shows that the span is stress limited at €, = 32.8 m. This is larger
than the computed value of 20.1 m. Therefore, in this example, the guide-
way cost is minimum if €, is taken as 32.8 m. If it were possible to use plates
less than one centimeter thick without a corresponding increase in fabrica-
tion cost per unit mass of material, the total cost could be decreased.
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10.10 Summary

The purpose of this chapter has been 1o examine the factors that have
primary influence on the cost per unit length of elevated guideways, and to
find optimum parameter choices where they exist that will minimize cost
per unit length. Since the guideway is the single most expensive item in an
exclusive-guideway transit system, the optimization of its parameters is of
primary importance in minimizing the cost of the total system. While
attention is devoted in this chapter exclusively to elevated guideways, it
should be kept in mind that there may be circumstances in which at-grade
guideways are satisfactory and would decrease system cost, and in which,
in the case of small-vehicle systems, underground guideways may not be
appreciably more expensive than elevated guideways [1].

The criteria for guideway design are primarily maximum stress and ride
comfort: however, integration of the guideway into the system requires
that consideration be given to the manner of switching and the manner of
support of the vehicles by the guideway. To take advantage of the cost
reduction possible with the use of small vehicles, it is necessary to consider
switch mechanisms that do not requirc movement of a portion of the
guideway; and, to provide adequate lateral stability and ride comfort, the
dimensions of the guideway must not be too small. The results of this
chapter indicate, however, that weight per unit length of the guideway
increases too rapidly as parameters deviate from optimum to permit con-
siderations of switching and lateral stability to dictate the basic guideway
design. Rather, if weight and cost are 10 be minimized, optimum paramet-
ers must be chosen and then the switching and lateral stability requirements
provided by clever design. Enough design and test experience has been
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accumulated to ascertain that these requirements are not incompatible.
The visual appearance of the guideway is of course also an important factor
in the design; however, this consideration is satisfied in a structurally
optimum design because such a design has the smallest possible cross
section.

Itis not obvious a priori which stresses reach their design limits first ina
given guideway design; therefore, all possibilities must be considered. The
logical first step is to consider bending stresses produced by a static vertical
load, assumed in the worst case to be due to vehicles at rest end-to-e¢nd on
the guideway. Next, the dynamic loading due to motion of vehicles over the
guideway is considered, first by studying the deflection, stress, and accel-
eration produced by a single vehicle of arbitrary speed and mass crossing a
single, simply supported span, and second by studying the increased ef-
fects produced by cascades of vehicles crossing a span. The conclusion
reached is that the static condition described above usually yields a higher
stress than the dynamic stress produced with vehicles spaced farther apart,
and therefore that, because the static yield point stress and fatigue limit
stress are about the same in structural steel (7], the static condition of
vehicles spaced end-to-end usually determines the design. Application of
the ride comfort criterion then shows that at speeds higher than given by
equation (10.5.4), the beam must be deeper than that required by the stress
criterion.

Torsional stresses are next considered, and it is found that with a
bending-optimum box beam, the torsional stresses due to wind and cen-
trifugal forces are well below the design shear stress. Thercfore only a small
fraction of the depth of a4 bending-optimum box beam is needed to resist
torsion, a conclusion that increases the flexibility of the choice of beam
cross section. Slotted box beams are also studied in torsion, and it is found
that for the same dimensions as a closed box beam, the shear stress is
greater by a factor of about 73, thus requiring the walls of the beam to be
substantially thicker. Finally, for thin-walled steel beams the possibility of
plate buckling and plate vibration is examined. It is found that if the plate is
thick enough so that its thinness will not cause fabrication problems (an
intuitive judgement), buckling under the loads that can be produced by
vehicles is not a problem, but that the plate can not practically be thick
enough to avoid resonances in the audible range. Thus, it is necessary
either to design the vehicle suspension system so that the plate vibratory
modes will not be excited due to imperfections, or to apply an optimized
vibration-damping layer to the surface of the beam. Such a treatment is
described.

A number of numerical examples are worked out in this chapter to
tllustrate the method more specifically, and to give a feeling for the mag-
nitudes of the various parameters. In all cases, the properties of ordinary
structural steel are assumed. Perhaps the only other practical alternative is
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to use reinforced concrete; however, this is not done for three reasons: (1)
the mathematics is much more straightforward for thin-walled beams (a
good assumption for steel) than for thick-walled beams, which must be
assumed with concrete; (2) there are more variables with concrete beams
because of prestressing and placement of reinforcing bars; and (3) one
example seems sufficient to illustrate the attainment of certain optimum
conditions. Nonetheless, because of the low cost of reinforced concrete as
compared to steel, its use should not be ignored and a similar solution
should be carried through for concrete.

The results of chapter 10 will now be discussed in more detail: figure
10-2 gives the dimensionless material cross-sectional area sfofabeamasa
function of aspect ratio a for various values of a dimensionless loading
factor . It is seen that for thin-walled beams the cross-sectional area of the
beam for a given load is minimum if the aspect ratio if one-third. If the beam
wall thickness is the same on all walls, this means that the width of the beam
should be one-third the depth. As the wall thickness increases, the dimen-
sionless loading factor  decreases and the optimum aspect ratio decreases,
Thus. in all cases, a deep, narrow beam is indicated if the cost 1s to be
minimized. By varying the parameter a in figure 10-2, one can see how the
dimensionless area f increases away from the optimum condition, It can
be expected that the cost per unit length of the beam increases with its
cross-sectional area, that is, to the ordinate in figure 10-2; therefore this
figure is basic to the determination of the relative cost of various beam
designs. It is important to note that figure 10-2 is based on the fundamental
bending stress formula, given by equation (10.2.1), and is independent of
the manner or magnitude of loading.

Once the optimum aspect ratio of the beam is determined, its required
thickness must be found as a function of load. If the wall is thin compared to
the depth, the thickness is given by equation ( 10.2.14). For a given depth
and span length, this equation shows that the required wall thickness is
proportional to the live load per unit length. In the same circumstances, the
cross-sectional area of the beam (and hence material cost per unit length) is
proportional to the wall thickness. Therefore, if the beam is stress limited,
which is the case for most urban application} the material cost per unit
length of the guideway is proportional to the weight per unit length of the
vehicles. Figure 5-4 shows the mass per unit length of forty-seven different
transit vehicles of various capacity, and together with the above conclu-
sion, illustrates a major reason for interest in small vehicles in automated
transit systems.

The required wall thickness is plotted from equation (10.2.14) in figure
103 for a live load of 447 kg/m (300 Ib/ft). Since the wall thickness is
proportional to live load, it can readily be determined for other loadings.
Some of the wall thicknesses plotted may, as mentioned above, be too thin
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from the viewpoint of ease of fabrication. If, for example, the thinnest
permissible sheet is | ¢m, a beam one-meter deep is stressed to the design
limit only if the spans are longer than 32.8 m. For shorter spans, the beam
could tolerate a higher unit loading without exceeding the design limit;
however, the cost then increasces because more posts than necessary are
used. If the guideway is built up of two parallel box beams in order to
support ordinary wheeled vehicles, itis shown that for the same span length
and beam-wall thickness, the total cross-sectional area and hence cost per
unit length increases by about 40 percent.

Once static loading is understood, it is necessary to determine if the
motion of the vehicles will set up resonant conditions that will make
dynamic loading more severe than the worst static loading case of vehicles
parked end-10-¢nd on the guideway. As mentioned above, this case is
treated by first examining the motions produced by a single vehicle cros-
sing the span. As indicated from figures 10-5 and 10-6, the greatest deflec-
tion at any speed is only about 70 percent greater than the static value
produced with one vehicle parked at the center of the span. Thus, unless
the vehicles are almost as long as the free spans, the maximum static load
will be greater than the single-vehicle dynamic load. For dynamic loading
with single or multiple vehicles, the resonant conditions are determined by
the natural frequencies of vibration of the unloaded beam. The natural
frequencies are proportional to (//A), where [ is the moment of inertia of
the cross section and A is the cross-sectional area. Thus, foragiven A, and
hence a given cost per unit length, resonant conditions cause the least
difficulty if 7 is a maximum. Maximum /, in turn, is produced if the beam is
as deep and narrow as possible, but one must take into consideration the
need for lateral stiffness. It is shown that for the bending-optimum aspect
ratio of one-third, the natural frequency in the horizontal plane is 43 percent
of its value in the vertical plane, a value judged sufficiently high.

From analysis of cascades of vehicles crossing a span, based on an
analysis performed at the Massachusetts Institute of Technology, it is
found that the ratio of dynamic deflection to static deflection with the same
vehicle loading is greater if the vehicles are farther apart and diminishes
markedly as the headway between vehicles decreases (see figure 10-7). Itis
also found that the maximum amplitude of beam motion is amplified with
successive vehicle crossings by a factor of about 1.9in 15 to 20 crossings at
which time a steady-state condition is reached. Based on the MIT results, if
the minimum operating headway is 0.25, 0.5 times the span length, the
worst-case static stress will be greater than the maximum dynamic stress
(at any speed) if the span length is greater than 5.6, 13.8 times the vehicle
length. But, if the maximum vchicle speed is kept about 20 percent below
the primary resonant condition (usually attainable), the maximum dynamic
deflection is only a small amount greater than the static deflection for the
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case of vehicles spaced a fourth of a span apart, and it can be concluded that
the maximum static stress determines the design.

Figure 10-8 shows that the guideway mass per unit length, determined
under dynamic conditions, increases roughly as the square root of the
vehicle mass for a given flow in seats per hour. But, if the static stress
determines the design, the guideway mass increases as the first power of
the vehicle mass, and this is the usual condition. If the static condition and
not the dynamic condition determines the design, a simple formula (equa-
tion (10.5.4)) is found that determines the maximum speed for which the
ride comfort condition is met. In most cases it is found that this speed
exceeds the maximum speed of interest in urban applications, and hence
that the design is determined from static stress considerations.

Torsional stress considerations indicate, as mentioned above. that a full
box beam is not needed to resist the torsional loads, thus permitting some
freedom in the design. If the beam is slotted, however, torsional loads are of
prime importance. In this case, because of the added vertical height of
standing-passenger vehicles and the accompanying increase in wind load,
the use of standing-passenger vehicles adds about 40 percent to the mass
per unit length of the beam required to resist the wind load.

Finally, a formula is found (equations (10.9.13, 10.9.14)) for the span
length that minimizes the total cost of beams plus support posts.
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Design for Maximum Cost
Effectiveness

11.1 Introduction

In the previous chapters, specific topical areas of transit systems theory
have been developed with a view to determining requirements, characteris-
tics, and parameter choices that will increase cost effectiveness. The
fundamental viewpoint taken of transit systems theory is not to take spe-
cific transit systems and transit concepts as they are known at the time of
writing and explain how and why they work (although this is and must be an
integral part of the process), but to consider the *‘transit system™ as a
multidimensional field of requirements, characteristics, and parameter
choices all of which are subject to change, and to vary these factors until the
cost effectiveness of the entire system is maximized. Such a process is very
complex. It requires analysis by and interaction among many people of
many disciplines over many years in a context in which many ideas are
being tried in the laboratory, on test tracks, and in operation. Then it
requires synthesis—the ultimate purpose of transit systems theory.

The previous chapters have laid groundwork felt by the author to be
needed in synthesis of the design of a transit system of maximum cost
effectiveness. Some areas which perhaps should have been covered are not
covered in depth and, in some cases, not at all. Two examples are:

I. Computer simulations of operation of vehicles near and in stations,
at interchanges, and in entire networks. Much of this kind of work has been
done [1] and its existence has enabled the author to proceed with confi-
dence in the development and explanation of the underlying algebraic
theory in a form that can more easily be taught, and to offer the results of
this chapter as realistic and practical possibilities.

2. Propulsion, braking and suspension. While many combinations of
methods have been proposed and tested, and the choice of the best combi-
nation is important, the details are not felt to be needed in this book. The
requirements for a propulsion and braking system are, however, of funda-
mental importance and are discussed in section 11.4. On the other hand, no
similar reason has been found to consider suspension means and require-
ments on the same basis other than to note that the means proposed are
wheels, air, and magnetic fields, and that some of them may be more suited
to the optimum guideway configuration than others.

The synthesis of an optimum transit system is not a simple step-by-step
process, it is a web of interconnected influences. But the exposition of it
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must by necessity proceed step-by-step with a certain clumsiness as-
sociated with referencing back and forth in the argument. There is a certain
danger in conveying the impression that the process is easier than it is, and
in that all of the drama is washed away, hopefully to be told in other Kinds of
books. Moreover, it must be recognized that a single optimum system
might not result, but different optima for different purposes. With these
caveats, we proceed first by reviewing in this introduction the reasons for
concentrating on automated guideway transit systems, and then, section by
section, by developing a series of arguments leading to a system optimized
to the extent possible in a book of this length.

Manually Driven versus Automated Transit

A great deal of information is available on the characteristics of transit
systems in which the vehicles are driven by professional drivers. Rapidly
rising deficits and poor service levels inherent to these systems indicate
that continued attempts to expand transit service in this way will become
increasingly unjustifiable. On the other hand, systems of manually driven
vehicles using one of the riders as a dnver (commuter vans) have proven
economically viable, at least in the special circumstance in which both the
origins and destinations of the trips taken by one vanload of people are
closely clustered in comparison with the trip length. Attempts to expand
this kind of service too far, however, run into the difficulty of increased
circuity of the route and the increased unattractiveness this brings to the
trip. Moreover, where commuter vans are used to carry people from
suburban residential areas to inner city work places, they may because of
their higher service level attract patrons away from the fixed route, fixed
schedule bus system, thus further increasing its deficit. A conflict therefore
develops which limits the extent to which commuter vans can be used.
The hope of overcoming some of these problems has turned interest to
the potential of automated systems. In addition to offering the prospect of
increased cost effectiveness, automated systems appear to permit in-
creases in safety and reliability and to offer the prospect of twenty-four
hour, on-demand service just as is obtained with elevators and escalators.

Exclusive versus Nonexclusive Guideways

Automated systems may, in theory, operate either on exclusive guideways
or on nonexclusive guideways, that is, in mixed traffic. While there are
some advocates of the latter approach, the problems of object detection
and of recovery from a lateral steering failure in time to avoid a collision are
sufficiently fundamental that such an approach has not been seriously
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considered except at very low speeds. Thus the logical choice for auto-
mated transit is to use exclusive guideways, either underground, elevated,
or at-grade. At-grade guideways, while low in direct cost, suffer from the
disadvantages that communities are divided by the lines, safety is a prob-
lem at crossings, and snow and ice are difficult to remove. Because of the
low cost of at-grade systems, however, there are circumstances in which
they are used. These exclusive guideway systems are usually referred to as
automated guideway transit (AGT) systems. Their advantages are that they
permit increased time reliability and safety, decreased trip time, and much
decreased land use for transportation. Indeed, the latter factor may be the
most fundamental reason for interest in AGT systems.

11.2 Guideways

The guideway is the most expensive component of an AGT system, there-
fore the optimization of its paramctcrs is primary in cost minimization of
sectional area of the vehnclcq and hence of lhe tunnels minimizes cost per
unit length. If the guideway is elevated, the results of chapter 10]ead to the
conclusion that the cost per unit lcnglh of the guideway will be minimized if
the weight, size, and weight per unit length of the vehicles are minimized,
and if the gmdeway is a deep, narrow m monobcam These conclusions run
counter {0 much of contemporary ‘practice, which is based on the use of
duo-rail vehicles. Such systems, however, evolved from street vehicles in
which the width between wheels is the only means of achieveing lateral
stability. The use of deep, narrow monobeams clearly requires a com-
pletely different suspension system which must be designed from scratch.
Several such designs are currently in test or in operation [2].

Much progress will be possible in the field of AGT systems once it is
understood that the goal should be as described above. Practical use of the
smallest vehicles for a given required capacity depends on development of
design concepts in which minimum headway can be accomplished safely
and reliably without excessive cost. These are the topics of chapters 7
through 9, and will be discussed below. Development of the best lateral
suspension system using the vertical dimension of the guideway for lateral
stability requires consideration of various mechanical design possibilities
and the requirecment of switching. Use of the smallest vehicles is possible
only if the stations are off the main line. This conclusion is clear from the
results of chapter 4, which show the capacities obtainable with on-line
versus off-line stations. On-line station systems are inherently large-
vehicle, high cost systems if adequate capacity is to be achieved. As a
parallel, the freeway obtains its capacity from the fact that a flow of low
capacity vehicles on the main line is uninterrupted by stops.
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The practical use of off-line stations with small vehicles requires the
development of a rapid and highly reliable switching mechanism. To de-
crease the required reliability of the switch and to increase the time avail-
able to throw it and verify that it has been thrown, the switch should be on
board the vehicle rather than in the track. Many designs of such switches
Thave been developed [3]. The problem of switching rapidly with a transit
system using deep, narrow monobeams plagued designers for many years,
and led most of them to abandon the idea of a rapid switch that does not
require movement of a guideway clement. In the past decade, however,
this problem has been solved in several ways: (1) by use of a bogey inside
the guideway from which the vehicle is hung [4], (2) by use of a U-shaped
guideway with bottom-supported vehicles which obtain lateral stability
from wheels riding on the inside vertical surface of the U-beam (5], and (3)
by use of box beams but with a specially designed switch section in which
the joining beams are cut so that the wheels which straddle the box beam
can pass through but in which the bending stresses are carried by vertical
plates outside the path of the wheels and joined to the inner beams by
means of shear plates used as the tracks for the wheels [6). The third
configuration produces the most complex switch-section structure, but
permits use of an optimum box-beam cross section away from the switches.
The other configurations sacrifice somewhat the cost and weight of the
beam away from the switch section but thereby achieve a structurally
simpler switch section. At the time of writing, no truly comparative
analysis of these configurations, considering all aspects of the interfaces
with the vehicles, has been completed. Therefore it is not yet known which
is the better choice.

11.3 Vehicle Fleet Costs

Figure 5-1 shows the reported initial cost per unit capacity of twenty-nine
different guideway transit vehicles in development or in operation in vari-
ous countries. By capacity is meant the design capacity of a vehicle in
persons, that is, the number of seats plus the nominal number of spaces
available for standees in uncrowded conditions. Some of the smallest
vehicles included in figure 5-1 allow no adult standees at all. The conclusion
of figure 5-11is that the cost of a guideway transit vehicle per unit capacity is
independent of capacity. This conclusion is rough because all of the costs in
figure 5-1 have not been normalized to the same date and there has been no
standardization of cost-reporting procedures. It does, however, make
sense because the larger vehicles are manufactured by job-shop practices
on an individual basis and require large machinery to move major parts;
whereas, the smaller vehicles can be manufactured with higher production
procedures and can be moved much more easily.
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The cost of a vehicle fleet is the cost per unit capacity of a vehicle
multiplied by the vehicle capacity multiplied by the required number of
vehicles. The product of the latter two terms is the capacity in persons
required of the entire fleet of vehicles. If the vehicle cost per unit capacity is
constant, then the fleet cost is proportional to the total capacity of the fleet
and independent of the size of the vehicles. But the total capacity required
of a fleet of vehicles is simply the peak demand in people per unit of time
multiplied by the average trip time and divided by the average load factor of
a vehicle (see equation (4.3.26)). If the peak demand is considered given,
the conclusion is that the fleer cost is proportional to the average trip time
divided by the average load factor. Thus, the fleet cost is minimized by
minimizing the average trip time (so vehicles can be used more often) and
by maximizing the load factor (so each vehicle is used as intensively as
possibie).

From equations (4.3.2, 4.3.9 and 4.3.10), the average trip time can be
written in the form

Average trip time = (average trip length) /V,

+ (station dwell time + V /a, + ay/JYnumber of stops) (11.3.1)

in which V, is the line speed, a,, is the service acceleration, and J is the
comfort level of jerk. The factor a/J is, from chapter 2, about one second
in all types of systems and is determined from comfort considerations.
Because Vy appears in the denominator of one term and the numerator of
another, there is a finite value of V, that mir minimizes trip time; however, in
most urban applications, this value is 100 hlgh to be practical, and, in any
case, the work of chapter 10 and section 3.6 shows that the guideway cost is
strongly influenced by line speed. Thus there is a value of line speed that
minimizes the total system cost, but it must be determined by considering
both fleet cost and guideway cost. Once this value is determined, equation
(11.3.1) shows that three operational factors determine the trip time: (1) the
station dwell time, (2) the number of stops, and (3) the service acceleration.
The station dwell time is minimized if the service is on demand with
minimum delay of vehicles; the number of stops can be reduced to a
minimum of one by using off-line stations and nonstop service; and the
service acceleration can be maximized by using seated-passenger vehicles.
These requirements are all compatible with and indeed made possible by
the use of the smallest size of vehicle, and hence are compatible with the
requirements of guideway-cost minimization. Moreover, as shown in chap-
ter 3, the length of off-line ramps is minimized if the service acceleration is
maximized, thus further reducing cost; and, from equation (4.5.22) and
figure 5-6, on-demand, nonstop service is the only practical alternative in



320

an off-line station, network system of anything but the smallest size.

Minimization of the fleet cost was shown also to require maximization
of the average vehicle load factor. To maximize the load factor with
on-demand, nonstop service in which people ride only with travelling
companions, the vehicle must be as small as practical. The average number
of people traveling in automobiles varies from about 1.2 during the rush
period to about 2.1 in off-peak periods. Thus, the number of seats per
vehicle should be more than two but probably not more than four. From the
analysis of section 7.5, the author would judge that a three-seat vehicle with
side-by-side seating is optimum. The fraction of a day’s trips in which more
than three people ride together is quite small (about three percent according
to one survey), and in these exceptional cases, more than one vehicle per
party can be used. The load factor also depends on the amount of deadhead-
ing in the system. As indicated in section 4.3, the amount of deadheading
depends on the nonuniformity of demand in all systems, A more important
factor. however, is the off-peak service and its relationship to total operat-
ing cost. If off-line station on-demand service is used, vehicles move only
when there is demand for service. On the other hand, with on-line stations,
the vehicles must move continuously on a schedule whether or not demand
exists, for if they cease to run or decrease schedule frequency due to low
demand, the service will appear more unreliable and patronage will drop
further. Thus. lower load factors in a twenty-four hour period can be
anticipated in large, scheduled vehicles than in small, demand activated
ones. and hence the operating costs will be relatively higher in the larger
vehicle system.

All of the system optimization requirements thus far discussed are seen
to mesh without incompatibilities. Furthermore, the service level required
of a system optimized by the considerations thus far discussed is the best
that can be offered and will therefore maximize patronage. Before a con-
clusion can be reached, however. the operating and maintainance costs of
the vehicle fleet per unit capacity per year must be examined. Based on
data obtained from unpublished sources, it is evident that these support
costs per unit capacity will fall slowly as the vehicle size increases.
Whether or not the smallest vehicles gives the lowest cost per trip then
depends on the relative load factor. Further research in this area is needed.
The possibility of use of the smallest vehicles depends on the achievement
of a sufficiently small headway safely and reliably. These requirements are
discussed in the following sections.

11.4 Propulsion and Braking

The design requirements to permit safe operation at minimum headway are
the subject of chapter 7. See section 7.8 for a detailed summary of these
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requirements. Among them is the requirement that direct, linear propulsion
and braking be used instead of rotary propulsion and braking through
wheels. It is shown in chapter 7 that, for seated-passenger vehicles, this
change will reduce the minimum headway from about two to three seconds
with rotary motors to about one quarter second with linear motors, thatis,
by a factor of at least eight. With 0.25-second headway and three secats per
vehicle, the throughput is 43,200 seats per hour or, with a rush-hour load
factor of 50 percent, 21,600 persons per hour. With automobile traffic on
freeways, the maximum throughput per lane is about 2000 persons per
hour. Therefore, 21,600 persons per hour is equivalent to over ten freeway
lanes of traffic, a throughput far in excess of most requirements.

Three types of linear propulsion have been considered: (1) mechanical,
(2) air, and (3) electric propulsion. Mechanical propulsion is used on
moving sidewalks and ski lifts, applications for which speeds below about
five meters per second are adequate. At speeds of interest for more general
urban applications (say 10 to 25 m/s), friction losses and wear are too great
for mechanical systems to be practical. Air propulsion, used on two de-
velopmental systems in the United States, is inherently noisy, and the
means required to quiet the noise once generated make these systems
uncompetitive for most applications. Electromagnetic propulsion, on the
other hand, is quiet and applicable at any reasonable speed. Electromagne-
tic propulsion, besides satisfying requirements for safety at short head-
ways, has the following advantages:

1. The guideway need not be heated to remove thin layers of ice or
water because magnetic fields are unaffected by them.

2. If the vehicles use wheels, the tires can be smooth and the track
smooth, thus minimizing noise as a cost to the community.

3. No moving parts, no wear, and minimum maintenance.

4. Grades up to 15 percent can be negotiated without difficulty; indc;% if
there were no power limitation no grade would pose a problem.

Automated guideway systems have been developed using a variety of
types of linear electric motors—linear induction motors (the most com-
mon), linear synchronous motors, and linear pulse dc motors. The later two
types promise higher efficiency but are not as well developed as LIMs.
More research and development is needed to determine which types of
linear electric motors are the most cost effective, and to bring the designs
into full commercial readiness. To minimize the weight of lincar electric
motors used on board vehicles, the heat transfer design of these motors
must be improved as much as is practical. In-the-track motors can be
lighter because they arc pulsed and have some time to dissipate heat
between passages of vehicles, but many more of them are needed. Hence,
unless the throughput is very high, the cost trade-off will favor in-the-
vehicle motors even though they increase the weight of the vehicles and
create problems of power collection [7].
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11.5 Standing versus Seated Passengers

Provisions for standees are made aboard trains, city buses, and streetcars;
but not in taxis, limousines, and jitneys. Room for standees permits rush
hour flows to be handled by ““crush loading™ each vehicle with standees
and thereby increasing the capacity of a given fleet of vehicles. On the other
hand, such service is not considered comfortable by most people and is
avoided if alternatives are available. The alternative to increasing capacity
by crush loading in special cases such as the termination of a sports event is
to time these extra heavy demands in off-peak periods and to draw then
from a pool of available vehicles, much as a fleet of taxis handle them now.

From the viewpoint of cost effectiveness, the considerations are as
follows:

I. Figure 5-1 shows that, based on the design capacity of a fleet of
vehicles, there is no economic advantage in automated systems in using
larger vehicles that permit standces. Standing-passenger vehicles must be
taller, wider, and generally longer than seated-passenger vehicles. As a
result, as shown by figure 3-4, the larger vehicles, all of which permit
standees, are much heavier per unit length than the smaller, seated-
passenger vehicles. The consequence is, as shown by the work of chapter
10, that the guideway weight per unit length is greater in proportion to the
increased vehicle weight per unit length. In addition, because of the larger
profile of standing-passenger vehicles, the wind torques on the guideway
are greater. Therefore, for systems in which torsion is critical (section
10.6), the guideway weight is further increased up to 40 percent if the
vehicles are designed to accommodate standing passengers.

2. For standing-passenger vehicles, the safety considerations of chap-
ter 7 cannot be applied—there is no way to protect standing passengers in a
collision. Compared with seated-passenger vehicles in which passengers
are protected as summarized in section 7.8, the required reliability of
control and braking systems in standing-passenger vehicles must be in-
creased in proportion to the increase in the probability of injury during a
collision. In essence, with standing-passenger vehicles, the tacit assump-
tion must be made that there will be no collisions. In the real world,
regardless of the precautions taken, such an assumption is not realistic. If
the same probability of injury as in a system with seated and protected
passengers is insisted upon, the cost of the control and braking systems for
standing-passenger vehicles must be greatly increased. These considera-
tions, however, do not apply to seated-passenger vehicles in which there
are long throw distances and no protection mechanisms—such vehicles
must be treated in the above considerations as if they were standing-
passenger vehicles.

3. It has alrcady been mentioned in section 11.3 that the acceleration

and deceleration ramps of off-line station systems must be longer if stand-
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ing passengers are to be permitted because the tolerable acceleration and
deceleration is only half as much. The formula for the length of one of these
ramps is given by equation (2.2.6). Since a,,/J must be chosen equal to one
second in both standing- and scated-passenger systems, and this factor is
small compared with Vy/a,, it is scen that the length of these ramps must be
almost doubled if standing passengers are to be permitted.

No precise estimate of the ratio of cost of a standing-passenger vehicle
system to a seated-passenger vehicle system on a completely comparable
basis has been made; however, we can roughly estimate the ratio of
guideway costs from figure S5-4. Compare a forty passenger vehicle with a
three passenger vehicle. In these cases, the data of figure 5-4 is for
standing-and seated-passenger vehicles, respectively. A forty passenger
vehicle should be able to be built with a mass of say 1100 kg/m, and a three
passenger vehicle with a mass of 300 kg/m. The ratio is 3.67, and from
section 10.10, this should also approximately be the ratio of cost per unit
length of the guideway. For the fleet cost, it is necessary to compare the
increased cost of more reliable control and braking systems required of
standing-passenger vehicles with the increased cost of providing for
passenger protection in seated-passenger vehicles (see Chapter 7). Not
enough data is available to make such a comparison; however, the cost of
protection devices is included in the cost of the smallest vehicles of figure
5-1. In any case, the increased guideway cost with standing passenger
vehicles is so great that the trade-off favors the specification of seated and
protected passengers in an optimum AGT system. The comfort of the
service provided with such a choice and the increased patronage it is likely
to bring is a further dividend of the scated-passenger system.

11.6 Reliability

The process of synthesis of the characteristics of a transit system of
maximum cost effectiveness has up to this section dealt with the acquisition
cost of the system and not with its total life cycle cost. This is proper
because it is casier to consider life cycle cost if we have specific configura-
tions in mind. On the other hand, a configuration that is optimum from the
viewpoint of acquisition cost may have to be discarded because of exces-
sive support costs for operation and maintenance. Thus, consideration of
the total life cycle cost must be an integral part of the synthesis process.
Consideration of life cycle cost includes all of the costs needed to keep
the system operating at a specified level of reliability throughout its
lifetime. The theory of life cycle cost minimization is developed in chapters
8 and 9. There, by a Lagrangian minimization process, it is shown how to
find the optimum balance between acquisition and support costs for each
subsystem in a transit system so that the life cycle cost of the entire system
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is minimized subject to a given level of service availability. The resultis an
equation (equations (8.8.3, 8.8.4)) for the mean time between failure of each
subsystem that provides the proper balance and minimizes system life
cycle cost. We called this the required reliability and spoke of allocation of
reliabilities among the subsystems in such a way that the life cycle cost of
the system is minimized.

Carrying the theory through rigorously to find the proper allocation of
reliabilities requires knowledge of the rate of change of life cycle cost of
cach subsystem with respect to its mean time to failure. However, these
quantities enter as the square root, which weakens their influence, and by
making plausible simplifying assumptions about them it is possible to gaina
great deal of insight into the means for achieving needed reliability. Indeed,
without such a theory of reliability it would not be possible to proceed with
confidence with a system of the general characteristics derived in the
preceding sections.

To achieve sufficient reliability in small-vehicle systems, the theory
shows that it is necessary to incorporate in the system the following
features:

1. Redundancy in critical on-board components

2. Failure monitoring

3. Rapid automated pushing of failed vehicles
The theory of redundancy (section 9.2) shows, by equation (9.2.21), that
with failure monitoring and automated pushing, the required reliability of
each redundant element lies in an easily achievable range. The theory also
shows (section 9.10) that reliability is improved if a minimum of functions
are provided in the central facility and if as many of the control functions as
possible are placed on board the vehicles. Because of the availability of low
cost microprocessors, it can be expected that a high degree of sophistica-
tion in on-baord controllers, including the above three functions, will not
raise the cost of each vehicle by a significant amount. Estimates by new-
system developers of on-board control costs have been in the range of ten
percent of the cost of the vehicle. Thus, while a great deal of effort is needed
to fully commercialize small-vehicle AGT systems, the theory of reliability
fully supports their feasibility without inordinate cost.

11.7 Dual Mode versus Captive Vehicles

The preceding paragraphs have concentrated on the basic characteristics of
vehicles and guideways required to maximize cost effectiveness. Now we
consider a basic configurational characteristic and its implications for the
system as a whole. Dual mode [8) inits pure form is a system of vehicles and
guideways designed so that the vehicles can be driven manually on the
streets, but possess the needed control equipment to enable them to be
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operated automatically on the guideway. Thus, the need for a transfer to
ride the automated system is completely eliminated, articles can be stored
in the vehicles, and it would appear that such a system is ideal. The
alternative is a system of automated vehicles captive to guideways, but
such a system may require a transfer from a street vehicle to board it, and
possibly another transfer at the terminal station. If it were not for seven
fundamental difficulties with the pure dual mode concept, the captive
vehicle configuration would hardly seem worth considering. But let us
consider these difficulties and then examine the possibility of a com-
promise solution.

. The first difficulty of pure dual mode is due to the requirement that
the @ndew_gy__w_gu_ld have to be wide enough to accommodate ordinary
street vehicles—at least small ones. From the theory of chapter 10, this
indicates immediately that the guideway would be a minimum of 40 to 50
percent more expensive than a monobeam guideway optimally designed for
captive vehicles (section 10.2). The wider guideways would have greater
visual impact and, in the region of the double guideway needed at the
off-line ramp points, might be particularly objectionable. Thus, for reasons
of both cost and visual impact, a less extensive network of guideways
would be obtainable if the system were dual mode instead of captive
vehicle. Some analysts argue that a less extensive network would be
satisfactory if the system were dual mode, but this view caters to the auto
owners and neglects the poorer members of society.

2. Dual mode vehicles would be propelled by rotary motors and braked
through wheels. As indicated in section 11.4, the reduced friction obtained
in wet weather would increase the minimum no-collision headway to about
two seconds and therefore would limit the flow to 1800 vehicles per hour,
only a little more than the capacity of a single freeway lane. To obtain a
desirable capacity of say 6000 people per hour with no single-failure colli-
sions (see section 11.11) the average number of people per vehicle would
have to be at least 3.3, thus implying group riding and not the individual-
owner vehicle implied by pure dual mode. The larger, group-riding vehicle
would be heavier per unit of length and would therefore increase the weight
and cost per unit length of the guideway in proportion. To obtain an average
load of 3.3 people per vehicle would require, because of variations in
demand, approximately a ten-passenger vehicle [9). From figure 5-4, sucha
vehicle can be expected to weigh about 50 percent more per unit length than
the smallest captive vehicle. Thus the guideway weight and cost would
increase by the same factor, and, together with the increased cost for a
wider guideway, would increase the guideway cost by a factor of about
(1.5)* = 2.25 over the cost of an optimum captive-vehicle guideway.
Moreover, in northern climates where ice could accumulate on the guide-
way, the guideway would have to heated. It would not do to apply salt to the
surface for fear of shorting out the power rails. Thus the operating cost of a
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dual mode system would exceed that of an optimized captive vehicle
system.

3. Since dual mode vehicles would be driven on both ordinary streets
and guideways, they would have to have provisions for both and would
therefore inherently be more complex than either captive automated vehi-
cles or ordinary automobiles, and would cost more than either. Pure dual
mode vehicles would therefore be available only to the more affluent
members of society. In early stages in which only small segments of the
system were built, it could be used only for a small fraction of the trips one
would make. Therefore the personal gain through reduced congestion and
reduced trip time expected of the automated portion of the trip would as a
whole be small, thus reducing further the incentive to purchase a dual mode
vehicle. Use of the larger, group-riding vehicles, described in the previous
paragraph, would reduce the attractiveness of a one-vehicle trip because of
the circuity of the pick-up route needed to obtain a sufficiently high load
factor to amortize the guideway.

4. At the entry points to the automated guideway, inspection stations
must be placed to insure that the propulsion, braking, and control systems
aboard each vehicle are functioning properly. A wheel-locking failure
would be particularly severe with rotary drives because the automated
pushing procedure would not work and an entire line would be blocked
until the failed vehicle were removed. The inspection must be sufficiently
comprehensive to check vehicles that have been off the line for a long
period of time and to take into account that the control system may have
been tampered with. Little is known about the time such an inspection
precedure would take. Butifit does take up to say a minute, the throughput
of the station is severely restricted and the inconvenience of parking a
street vehicle, walking through a captive vehicle station and boarding a
ready and waiting vehicle may not be a greater deterrent to travel on the
automated system. In a captive vehicle system, maintenance of the vehi-
cles would be completely under the control of the system operator.

5. Toaccommodate all types of travelers, the dual mode stations would
have to process both dual mode vehicles entering and leavmg the system
and captive vehicles at station platforms similar to those of a captive
vehicle system. Thus a dual mode station is a captive vehicle station plus
ramps going to and from the street, an inspection station, and an abort lane
to remove d:squahﬁed vehicles. Such a station would take more land and
would cost more than a captive vehicle station.

6. In downtown arcas, congestion on the streets beyond control of the
automated systems could cause the vehicles of a dual mode system pro-
grammed to exit at the congested location to back up onto the guideway.
To prevent such a serious bottleneck, additional vehicles programmed to
exit would have to be rerouted to another exit point and could, by their
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presence, overload the guideway. Also, with the pure dual mode concept,
cach vehicle would have to be stored in the downtown area just as is the
case with the present automobile system and little improvement in street
congestion can be expected. For this reason, it has been suggested that a
dual mode system operate in the downtown as a captive vehicle system,
that is, with off-line stations only and no exit and entry ramps. Butinsucha
case, a private dual mode vehicle would have to be shunted into an ordinary
parking garage. Upon returning to the station at the end of the day, the dual
mode vehicle owner would have to call his vehicle and wait perhaps five or
ten minutes for its arrival. To avoid this problem, special multistory park-
ing garages for dual mode vehicles could be built with exit and entry ramps
right onto the guideway. Again this is an elitist approach and would add to
the cost of the system. Furthermore, the volume of a dual mode parking
garage would have to be several times larger than that for a captive vehicle
system because of the requirement to retrieve a particular vehicle.

7. In a captive vehicle system, each vehicle could be used for up to six
to ten trips during the rush period. Thus, when compared with a pure dual
mode system. the captive vehicle system would reqyire correspondingly
fewer vehicles and would be much more conserving of scarce resources.

“In the pure dual mode concept, it is seen that one problem is com-
pounded upon another, and that the problems are fundamental and not
likely to be solved by technological advances. Such a system is cost
ineffective in comparison with an optimized captive vehicle system. To
make dual mode work with adequate capacity, the vehicles must be larger
than the optimum-sized captive vehicles—small buses essentially which
operate in the mode of the commuter van. Thus the privacy aspect of dual
mode is removed and with it its main advantage.

A compromise that would overcome difficulties | through 4 would be
the use of pallets of optimum design to which small automobiles could be
clamped. Very little engineering design has gone into this concept, how-
ever, and it does not solve difficulties 5 through 7.

11.8 Guideway Configurations

The process of optimization has up to this point settled on a system of
small, seated-passenger vehicles designed to protect the passengers in case
of collisions, and propelled by linear electric motors. The vehicles ride
captive on monobeam guideways and use off-line stations as entry and exit
points. Switching to the off-line stations and to other guideways is per-
formed by switches on board each vehicle. To obtain adequate reliability,
all critical on-board systems are redundant and failure monitored, and each

vehicle is capable of engaging and pushmg a disabled vehicle ahead of or
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possibly behind it. To obtain sufficiently low support costs, design simplic-
ity must be maintained, but this is compatable with the use of linear drives.
The theory of minimization of life cycle costs is essential here. The vehicles
could ride either above the guideway, below it, or both; and would be
suspended on wheels or magnetic fields, but probably not on air cushions
because of the wide guideway they seem to require. Once such a basic
configuration is established, many other optimizing decisions will be de-
termined in an engincering development program.

The above design choices lead to a package of technology suited to an
almost infinite variety of guideway configurations. Moreover, because of
full switching capability, the system can begin as a single loop and be
expanded loop by loop or line by line as needed. The capacity of an
optimized system is adequate for almost all line-haul applications (section
11.4); and, because of the switching capability, radial lines can lead into
collection and distribution networks in centers of major activity. As men-
tioned in section 11.1, sufficient computer simulation has been performed
on a wide variety of line and network configurations to provide confidence
that in most applications the above-mentioned configurations are fully
practical. Because of the use of off-line stations, the productivity of a
line-haul segment (which is provided by closely spaced stations) can be
high.

The design of opumnzed network configurations, that is, the placement
of lines and stations, is a science in itself. It is an iterative process funda-
mentally mvolvmg the use of behavioral mode split modeling and has not
been treated in detail in this book. Nonetheless, the author does not slight
its importance and has observed many cases in which faulty system design
has resulted from inadequate attention to the difficult problem of patronage
analysis.

11.9 Control

The control of AGT systems has received more attention in the literature
than almost any other of its aspects [1]. The analytical aspects of obtaining
adequate response under all conditions are well understood; however, the
best means for obtammg reliable intervehicle positional and rate data on
board ‘each vehicle is probably yet to be developed To satisfy safety
rcqulrcmenls developed with train systems, these data must be present
even if a vehicle lies dead on the guideway. Heretofore, however, insuffi-
cient attention has been paid to the coupling of such specifications with the
probability of and consequences of failure. An optimized AGT system
cannot be treated as if the vehicles were trains, tacitly assuming from a long
tradition that the consequences of failure were the same. With redundant
on-board elements, failure monitoring, modest speeds, lightweight vehi-
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cles, and passenger protection devices, an optimized AGT system bears no
resemblance to a train system and the specification of its safety should be
based on performance standards, not on design standards from another era.

The problem of safety standards is an institutional one, but it also depends
on development of adequate data based on the results of research and
development.

11.10 Energy Conservation

Thus far the energy efficiency of an optimized AGT system has not been
discussed. Clearly, with dimming prospects for continued availability of
cheap energy, energy considerations enter very strongly into life cycle cost
calculations and must be a primary concern in every phase of design. Let us
consider the optimum design from the viewpoint of energy conservation.

1. Nonstop trips at uniform specd give a velocity profile that minimizes
energy use. Trips with many stops require that the kinetic energy of the
vehicle be restored after each stop. Equation (2.6.6) gives the energy
consumed in a ponstop trip at constant speed once line speed is attained. If
the trip has many stops, and D, is taken as the total trip length, then the first
term must be multiplied by the number of stops. By use of regenerative
braking, some of the Kinetic energy of the vehicles can be recovered as the
vehicle is stopped.

2. Equation (2.6.6) shows that the energy per trip is minimized if the
vehicle mass is minimized, a key requircment of the optimized system.

3, Equation (2.6.6) also shows that the energy per trip is minimized if
the frontal area of the vehicles is minimized. If the vehicles were trained,
however, the air drag term enters only once for each train and therefore is
less than if the vehicles operate singly. But training of vehicles atstations
increases the station dwell time and therefore the number of vehicles that
have to be moved, in proportion to the increased average trip time. Also,
from the discussion of equation (4.5.22), trained vehicles would require
passengers to stop at intermediate stations, thus increasing the Kinetic
energy term of equation (2.6.6). If the vehicles travel nonstop between
stations, Figure 2-4 shows that the line speed is lowered fora given average
speed. Both the air drag and kinetic energy terms in equation (2.6.6) are
proportional to the line speed squared. With all of these considerations, itis
not at all clear that trained systems with the same average speed as an
individual vehicle system would have a lower energy per trip. The trade-off
calculations need to be made in specific circumstances. Certainly, in indi-
vidual vehicle systems, greater attention should be paid to streamlining the
vehicles to reduce the drag coefficient C, in the air drag term of equation
(2.6.6).

4. The use of off-line stations and on-demand service means that vehi-
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cles need circulate only when demand exists. As discussed in section 11.3
in connection with the vehicle load factor, with systems using scheduled
service, the vehicles must circulate to maintain schedules regardless of
demand. Thus, in periods of low demand, substantially more energy is
consumed by the system than if the vehicles moved only when trips need to
be made.

5. The use of linear electric motors eliminates the problem of reduced
traction if there is water, snow, or ice on the guideway. With rotary m motors
operating through wheels, the guideway must be kept dry to keep the level
of traction acceptably high. In some applications, guideway-heating energy
has been as high as propulsion energy. Linear clectric motors, however,
vary a great deal in efficiency. Two-sided linear induction motors use
substantially less energy than one-sided motors because the magnetic flux
paths are much more tightly coupled. The strength of the effective magnetic
field is inversely proportional to the air gap, therefore suspension designs
that permit the smallest air gap are to be preferred. Linear syncronous and
lincar pulsed dc motors promise higher efficiency than linear induction
motors, but are not as highly developed. In all of these motors, end effects
reduce efficiency and must be reduced by careful design. The optimum
design of an AGT system clearly requires a strong research and develop-
ment program on these motors.

11.11 Capacity Requirements

Insection 11.7, it was mentioned that a capacity of 6000 people per hour per
direction was desirable. As mentioned in section 11.4, the maximum capac-
ity of a single freeway lane is about 2000 people per hour. This figure is
obtained from surveys of traffic on freeways and is discussed in most traffic
engineering textbooks. Three-lane freeways, common in many metropoli-
tan areas as major line-haul transportation corridors, therefore have a
capacity of about 6000 people per hour. Figure 5-6 shows that with a
network system, the average flow reached 4000 people per hour only with
the highest densities considered, which are far higher than obtained in most
cities except within the central core. Equation (4.5.19) shows, however,
that the flow is proportional to the average trip length. Therefore in very
large spread cities, such as Los Angeles, flows on freeways higher than
6000 people per hour are routinely obtained. A guideway system is not
expected to attract all of the line-haul traffic, indeed if half the rush hour
traffic were attracted, it would in most cities be considered a resounding
success. With these considerations in mind, it is ¢clear that the specification
of 6000 people per hour maximum flow for a suburb to downtown dual
mode system will cover a wide range of applications, but that to achieve
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such a capacity with vehicles with rotary drives will require group-riding
vehicles. On the other hand, if the guideway system is optimized, the
calculation of section 11.4 indicates that it is not capacity limited.

Notes

I. Personal Rapid Transit II, Audio Visual Library Services, Univer-
sity of Minnesota, Minneapolis, Minn., 1974; and Personal Rapid Transit
111, Audio Visual Library Services, University of Minnesota, Minneapolis,
Minn., 1976.

2. Lea Transit Compendium, Vol. 2, No. 3, p. 25, and Vol. 2, No. 4, pp.
9, 17, and 37, N.D. Lea Transportation Research Corporation, Huntsville,
Ala., 1975.

3. The systems referenced in Note 2 are the best examples.

4. Such a design is used by the H-Bahn and Monocab Systems refer-
enced in Note 2.

5. Such a design is used in the High-Capacity PRT System developed
by the Aerospace Corporation. See Personal Rapid Transit, op. cit., pp.
325-382; Lea Transit Compendium, op cit., Vol. 2, No. 4, pp. 9-12.

6. Such a design is used in the Cabintaxi System referenced in Note 2.
See also **Cabintaxi: Urban Transport of the Future,"” Elevator World,
April 1977, The detailed theory is developed by Dr.-Ing. Klaus Becker, in
“Uber den Einfluss von Fahrgeschwindigkeit und Streckennetz auf
Verkehrsmenge und Kostenstruktur einer neuartigen Kabinenbahn,™
genehmigte Dissertation, Berlin, 1974,

7. Private discussions with developers of three new German AGT
Systems indicates, however, that power collection problems for urban-
speed systems are considered solved in Germany.

8. Dual-Mode Transportation, Special Report 170, Transportation Re-
search Board, Washington, D.C., 1976.

9. This assumes a load factor of one-third, judged by the author to be
reasonable on the average for group service with reasonable waiting time
and counting deadheading. If, say an cight-passenger vehicle had been
assumed, the argument that the dual mode guideway is substantially more
expensive than a captive vehicle guideway is not changed.



Appendix A
Derivation of the

Amortization Factor

principal (oniginal cost of equipment)

annual payment on principal and interest, assumed constant
p/P = amortization factor (see section 5.1)

annual interest rate

lifetime of equipment, or period over which loan is paid
interest payment at end of ith year

payment on principal at the end of ith year

e I N
"

-

P = l‘ + P‘ (A-l)

‘
Il
a

P, (A.2)

Interest paid at the end of the ith year is applied to the balance of principal
owed during that yvear, Thus

-1
L= r(P -y P,) (A.3)

=

By using equation (A.2), we have from equation (A.3)

Iyey =0 (A4)

If equation (A.3) is substituted into equation (A.1), the result may be
written in the form

-1
Pi=p=rP+r) P (A.5)
=

Thus,
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Po=p—rP
Py=(p—rP)l +71)
Py=(p~rP)Nl +rf

By induction, assume

P, = (p — rPX1 + "' fori=1,2, ...k (A.6)

Then, from equation (A.5),

Pres —(p-rP)[l +ri (1 +r)'"]
J=1

=(p—rl’){l+rl +—”)~—-l—]]=(p-ri’)(l+r)'

Thus, Py, can be derived from equation (A.6) by substituting k+ lfork. It
is therefore proved that equation (A.6) holds for all &.

Now, substitute equation (A.6) into equation (A.1) and set i = n + 1.
Using equation (A.4), the result is

p=(p=rPXl + 1\

from which

_ . 1 + 7
B = At n) _(l'%,—l‘—). r (AT

Let I be the total interest paid.
Then

L;.!. - '_"g= nA (A.8)

is the total payment for the equipment per unit of principal.
The present value of the total payment at year i = 0is
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PV =3 i iay

t=

where d is the discount rate. Summing the series,

_ pla+dr - 1)
P disdr

or, using equation (A.7),

PV _ Alr.nm)
P Ad.n) (A-9)
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power requirements, 11-13, 18-20, 112-
169

present value, 102-103, 125-127, 128

propulsion, electromagnetic, 321;
linear, 165, 199, 321; optimization
of, 321; rotary, 164, 199

psychological comfort, 151-152

radius of curvature, 28

ramp length, 116

rapid rail, 1, 115

Recker, W.W._, 154

redundancy, 221-229

regencrative braking, I8

reliability, means for improvement of
229

required reliability, formula for, 213,
2185, 251, 253; interpretation of,
216, 219

Richardson, H.H., 312

ride comfort. See comfort criteria

road resistance, 19

Rohr Monocab, 299, 331

Rushfeldr, T.L.,201

safety factor, 56, 157, 322; in control,
328

Schmitt, A,, 200, 255

seats, rearward vs, forward, 191

series, arithmetic, 66; gcometric, 103;
infinite, 272

service concept, 89, 115, 121, 157

severity index, 183, 189, 191, 194

shock absorbers, 171-172, 174-183;
crushable structure, 175, 198; fluid
flow in, 175-176; requirement for,
200; variable orifice, 178-182

simultaneous failures, 158, 218

Snyder, J.E., 111, 312

spacing, minimum, 163, 165, 169, 170;
in stations, 173

speed, average between stations, 16;
limit for ride comfort, 294; max-
imum for no collisions, 162, 170,
172, 191; optimum cruise, 111-112;
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optimum line haul, 114; walk, 67,
138. See also velocity

spiral transition, constant speed, 26-28;
constant deceleration, 33; to parallel
line, 31

Standardization, International Organi-
zation for, 282; need for, xxi

static load, maximum bending stress
under, 283; under clamped end con-
ditions, 292-293; mid-point deflec-
tion under, 221; under simply-
supported ends, 294; worst condi-
tion for, 289

stations, backup, 57, 90; collisions in,
238; delay time, 67; density, 81;
egress from, 153; end-of-the-line,
57, 90; failure 1o decclerate in, 376;
flow in, 88, 122; line-haul, cost,
116; monitoring, 237-241; opera-
tions, 151

steel, density of, 263, 282, 294, 307;
fatigue limit of, 285; modulus of
elasticity of, 282, 294, 302:;
Poisson’'s ratio of, 302; shear
strength of, 298; tensile strength of,
263, 294, 307

Stepner, D.E., 200

stopping, distance, 11, 55; time, 8

street car, 1,2

stress, concentration in torsion, 297;
maximum dynamic bending, 283.
See also steel

superelevation, 23, 42-43

surplus, annual, 101, 128

suspension, damping ratio for, 40-41;
lateral, 36-42, 317; vertical, 315

switching, 245, 317-318

Thangavelu, K., 96

time, characteristics for shuttle, 49-50;
delay in failures, 216; dwell, 67; ex-
cess, 61, 107; lost in speed reduc-
tion, 17-18; mean to restore service,
75, 225, 227, 228, 237; nonstop
wait, 89, 92, 122; stopping, 8, trip,
15, 63, 510; trip, related 1o fleet
cost, 319; wait, 49, 50, 67

Timoshenko, S., 201, 287, 296, 297,

299, 301, 302, 313

trains, mean time to failure in, 223-226

transferring, 149-150

transit system, definition of, 1, 3;
schedules, 149; service arca, 138,
149, 153

transit systems theory, definition of, 1

trigonometric identity, 275, 285

trip density, 107, 114, 119, 123, 127,
130, 136

trip length, in loops, 65-67; in net-
works, 82-87

trip time, basic formula for, 15;
matrix, 62, 79

unavailability, definition of, 204, 211,
254; meaning of, 229, 251

units, of density, 263; conversion fac-
tor for stress, 263

Urban Mass Transportation Adminis-
tration, 2

utility function, 145

vehicles, cost per unit capacity of, 98;
empty, 72-74; maintenance float,
75; mass per unit length of, 112; oc-
cupied, 71; optimum size of, 320;
slow-down of, 17, 230-233

velocity, average, 15, 109; of collision,
185, 189, 191-196; critical for flex-
ure, 274; critical for ride comfort,
294; profile, 9; wind, 19. See also
speed

vibration, human-comfort standards
for, 282, 294; natural frequency of,
270, 279, 286-289, 303

walking, distance, 149, 150; mode split
for, 139; speed, 67, 138, 243

walkway, emergency, 248-249

wall thickness, required of guideway
beam, 263, 264

weather effects on operation, 321, 325

weight ratio, beam 1o vehicle, 281

wind loading, 265, 280, 295, 305

Wormley, D.N,, 312

Zahavi, Y., 135, 137, 149, 154
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